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Years of collaboration with Fritz Röpke 
bear fruit 

The astrophysicist Fritz Röpke and his group simulate the 
evolution of stars. For this he needs to numerically solve the 
c o m p r e s s i b l e E u l e r 
equations with a gravi-
tational source term. This 
fl o w re g i m e h a s t w o 
challenges: i.) the flow is 
near a stationary solution 
( n e a r a h y d r o s t a t i c 
equilibrium) and ii.) tends 
to be close to incom-
pressible flow. We needed 
t o fi n d fi n i t e v o l u m e 
schemes that could handle 
both situations, that is find 
i.) well-balanced schemes 
and also find ii.) low Mach 
schemes. Even though we 
were eventually successful 
on both counts, it is was 
only when we realized that 
these two properties are closely intertwined and needed to be 
numerically treated accordingly (Wasilij Barsukow’s thesis 
paved the way), that the astrophysical code of Fritz Röpke’s 
team finally resulted in good simulations. To get to this point 
took many years, and we are there now! 

An overview article acknowledges our 
contribution 

The Springer Journal Living Reviews in Computational 
Astrophysics  has published an overview article on well-
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Paper based on 
Sandra’s thesis 

accepted to JCP 

  The paper J. Haack, C. Hauck, 
C. Klingenberg, M. Pirner, S. 
Warnecke: "Numerical schemes for 
a multi-species BGK model with 
veloci ty-dependent col l is ion 
frequency" has been accepted by 
the Journal of Computational 
Physics.  
  This is based on the work in 
Sandra Warnecke’s thesis. Being 

published in this high 
level journal is an 
acknowledgement of 
the quality of the 
work. The role of 
C o r y H a u c k w a s 
s e m i n a l i n t h i s 
project.  

Amelie Gehring begins 
her Master thesis with 

us 
   
   Amelie Gehring will do her 
Master thesis with us. She will join 
our research effort on completing 
PDE models using measurements, 
our way to solve inverse problems. 

NEWSLETTER 
of the Work Group Mathematical Fluid Mechanics

Simulation of the flow inside a star, the flow is turbulent. 
The flow carries “fuel” from the interior of the star to its 
outside. This is a cut through a three dimensional flow 
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L. Horst et al.: Helium shell burning
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Fig. 10. Mach number for a slice through the domain for simulations at a resolution of 810 ⇥ 5402 cells with the AUSM+B-up solver (left) and
AUSM+-up solver (right). The data is taken from the latest available snapshot, respectively.

Reynolds averaged implicit large eddy simulations (RA-ILES)
(Mocák et al. 2014; Arnett et al. 2019). The fundamental idea
is to separate the di↵erent components of the Navier-Stokes
equations into mean and fluctuating parts and to determine them
by analyzing numerical simulations. The physical interpretation
of these parts then gives useful insight into the complex interplay
between di↵erent processes that act in turbulent convection and
at the boundaries of the convection zone.

While the RA-ILES framework provides a wealth of equa-
tions (see Mocák et al. 2014 for an extensive overview), we
focus on analyzing the equation for turbulent kinetic energy. It
allows one to quantify the e↵ect of implicit numerical dissipa-
tion of kinetic energy that is inherent in all ILES. This equa-
tion has been used in several publications in the past (see, e.g.,
Arnett et al. 2009; Mocák et al. 2014, 2018), and aided the anal-
ysis of the e↵ects of resolution and convective driving (C+17,
C+19) or di↵erent strengths of stratification (Viallet et al. 2013).
Following the formulation of Mocák et al. (2014), the time evo-
lution for the kinetic energy of an inviscid fluid can be written
as

@t(⇢̄✏̃k) + rr(⇢̄ ṽr ✏̃k) = �rr ( fP + fk) +Wb +WP, (15)

where ✏k is the specific kinetic energy, fP = P0v0
r

the acoustic flux,
fk = ⇢vr

00✏k00 the turbulent kinetic energy flux, Wb = ⇢ vr
00 g̃r the

buoyancy work, WP = P0d00 the turbulent pressure dilatation, and
d = r · u. The radial component of the gravitational acceleration
is denoted by gr. The definition of the Reynolds average q, Favre
average q̃, and the corresponding fluctuations q

0, q
00 for a quan-

tity q are given in Appendix A. For a more detailed discussion
of the individual terms, see for example Meakin & Arnett (2007),
Viallet et al. (2013), or Mocák et al. (2014).

Because numerical solutions are only approximations to the
true solution, Eq. (15) will in general not be fulfilled exactly in
hydrodynamic simulations. Instead, there will be a residual N✏k

between the left-hand and right-hand side. In energy conserv-
ing methods like finite volume schemes, N✏k then measures the
numerical dissipation of kinetic energy into internal energy, the
fundamental property of ILES. The exact value of N✏k depends
on the details of the numerical scheme, the resolution, but also
on the specific physical problem at hand. Generally, the value
of N✏k cannot be controlled in ILES. However, extracting the
terms in Eq. (15) from a hydrodynamic simulation, the strength
of numerical dissipation that acted for the considered time in a
specific simulation can be determined from the average value of
N✏k .

We calculate all the terms in Eq. (15) for the AUSM+B-up
and AUSM+-up solver at di↵erent resolutions. Third-order cen-
tral di↵erences are used to evaluate the gradients. Except for the
highest resolution, the results are averaged over the time inter-
val of t 2 ⇥t �N⌧conv = 2

�
, t
�
N⌧conv = 3

�⇤
which is the maximum

overlapping time frame. For the highest resolution, the simula-
tions are averaged over only �N⌧conv = 0.6. Ideally, the averages
would be performed over several turnover times to improve the
statistics. While our short time frames probably make a quanti-
tative comparison of the components less robust, we think that
a qualitative comparison is still meaningful and that the main
characteristics of Eq. (15) are captured.

In Fig. 13 the profiles of the individual terms of Eq. (15)
are depicted for successively increasing resolutions2. We find

2 In the RA-ILES analysis framework of SLH, all required fluctua-
tions are calculated and stored already during the simulation, such that
we have data for every single time step. However, there was a flaw in
the calculation of the velocity divergence for the simulations presented
here. Therefore, the velocity divergence had to be re-calculated in a
post-processing step, for which the 3D velocity data is only available
for the stored grid files but not for every time step. Fortunately, only
the value of WP is a↵ected which is, however, small in general and the
impact of the post-processing is negligible.
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balanced methods for the Euler equations 
with gravity, see here. We have made many 
contributions to this subject because of our 
collaboration with Röpke (see the above 
article). This is reflected in this article by its 
viewpoint on the subject, close to ours. 

  
Upcoming scientific conferences 

Click the links to check where you might want to participate. 

- Nov. 7 - 10, 2022: "Numerical Methods for the Kinetic Equations of 
Plasma Physics“ (NumKin 2022) in Garching (near Munich), organized 
by Eric Sonnendrücker 

- Nov. 14 - 18, 2022: Research School on Kinetic Theory, in Luminy 
(near Marseille, France), organized by José Carillo, Markus 
Schmittchen and others 

- Dec. 12 - 16, 2022: Kinetic and hyperbolic equations: modeling, 
analysis and numerics, in Toulouse (France), 
organized among others by Francis Filbet 

-  Feb. 26 - March 3, 2023: SIAM Conference on 
Computational Sciences and Engineering or SIAM 
CSE23, held in Amsterdam, organized among others 
by Hans deSterck 

- March 29 - 31, 2023: 4th European conference on 
Non-equi l ibr ium gas flows , in E indhoven, 
Netherlands 

- May, 2023 (either 8-12 or 22-26): Sharing Higher-
order Advanced Research Know-how on Finite 
Volume (SHARK-FV) in Portugal, organized by 
Raphael Loubère and others 

- June 26 - 30, 2023: NumHyp 2023 
(Numerical methods for hyperbolic problems) 
in Bordeaux, France. organized by Christophe 
Berthon and others (the “important dates” on the 
website are in 2023) 

- Sept. 4 - 8, 2023: European Conference on 
Numerical Mathematics and Advanced Applications 
(ENUMATH), in Lisbon, Portugal 

-  summer of 2024: International Conference on 
Hyperbolic Problems: Theory, Numerics and 
Applications (HYP 2024) in Shanghai, China, 
organized by Shi Jin 
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This semester I teach 
Mathematics of Machine 

Learning 
  This semester I am teaching a 
Master’s course on the mathematical 
foundations of machine learning. This is 
jointly with Kathrin Hellmuth, who helps 
me with this course and is also doing the 
exercise section.  
   This is the first time such a course is 
being offered in our mathematics 
department. This resulted in about two-
thirds of all our mathematics master 
students signing up for this course, 
showing the pent-up demand of our 
math students for such a course.  

Our work group has a 
new poster  

   Our math dept. puts up posters of 
the various research groups. Here (and 
below) you can see the new poster of our 
work group. 

Inside a star the weight of the matter is supported by 
a gradient in the pressure. If the pressure on the top and  
bottom of a layer were exactly the same, the layer  
would fall because of its weight.  

The difference between pressure times area on the top  
and the bottom balances the weight 

High pressure 

Low pressure 

Mathematical Fluid Mechanics
Christian KlingenbergProject EXAMAG

Exascale Simulations of the Evolution of the 
Universe including Magnetic Fields
Prof. Volker Springel (Heidelberg), Prof. Christian Klingenberg (Würzburg)

SPPEXA — DFG Priority Program 1648 

The AREPO code – an innovative technique

Key Science Drivers

Advantages of this approach

Area 1 – achieving exascale scalability

Area 2 – improving magnetic field solvers

Area 3 – anisotropic thermal conduction

Area 4 – discontinuous Galerkin (DG) solvers

Work plan

Longer-term perspective

● Can galaxies form successfully from ΛCDM cosmological
initial conditions?

● What role do magnetic fields and anisotropic thermal 
conduction play in cosmic structure formation?

● How do we arrive at highly accurate and extremely scalable 
hydrodynamical algorithms for astrophysical fluid dynamics?

● Do novel discretization schemes for astrophysical 
hydrodynamics offer significant cost/accuracy advantages? 

Cosmology relies on the exploitation of HPC 
techniques on the largest supercomputers

● Very low numerical viscosity, greatly reduced advection errors

● Provides a crucial improvement over the SPH technique

● High accuracy for shocks, fluid instabilities and turbulence

● Full adaptivity and manifest Galilean invariance

● Makes larger timesteps possible in supersonic flows

Current code status and previous work in this field

Postdoc (Heidelberg):
Will lead the scaling work on the code

PhD Student (Heidelberg)
Carries out state-of-the art application
studies of magnetic fields in cosmology

Great potential for applications in astrophysics, yielding more 
accurate solutions at lower computational cost

● Need multi-treading in all parts of the code

● Preparation for many-core architectures

● Develop alternative mesh-construction algorithm

● Implement GPU support for gravity and mesh calculation

● Prepare for MPI-3 and fault-tolerant/redundant calculations

● Improve ability to do on-the-fly data reduction and postprocessing

● Public release of the AREPO code (like GADGET)

● Include radiative transport

● Investigate applications outside astrophysics 

Postdoc + PhD (Würzburg):
Develop discontinuous Galerkin solver in
the AREPO code framework and improve
the magnetic field discretization

Postdoc + PhD (Würzburg)
Develop treatment of anisotropic conduction 
and study its physics applications

Finite-volume hydrodynamics on a fully adaptive and dynamically moving Voronoi mesh, 
yielding quasi-Lagrangian behavior. The code is coupled to a powerful TreePM solver for 
self-gravity and the additional treatment of a collisionless fluid (dark matter).

The GADGET code of the PI has been used for the worldwide largest calculations in 
cosmology, and is presently the most widely used code in the field

Cosmological applications of AREPO 
demonstrate its large accuracy gain with respect 
to the traditional SPH technique

Scalability of the current MPI-only 
version of AREPO for simulations of 
galaxy formation (on Ranger/TACC)

● Stable and locally conservative

● Can deliver high-order accuracy

● Can easily handle complex geometries

● Highly parallelizable for hyperbolic problems

Li, Frank & Blackman, 2012, ApJ, 748, 24

● Magnetic fields are crucial for the regulation 
of star formation and accretion, and for the 
intracluster medium

● The div B = 0 constraint is difficult to 
guarantee numerically

● New numerical solvers that are robust on 
unstructured moving grids need to be 
developed and implemented

● New positivity preserving schemes for fluid 
dynamics desirable for improved robustness

● Magnetic fields channel heat
transport through electrons along field lines

● The magnetothermal (MTI) and heat-flux 
driven buoyancy instability (HBI) induce 
cluster turbulence  

● Cosmological simulations combining 
magnetohydrodynamics and anisotropic 
thermal conduction largely unexplored

● Crucial impact on IGM and ISM is expected

Millennium XXL Simulation 
12288 cores, 303 billion resolution elements

MassiveBlack Simulation 
105 cores (Kraken), 66 billion resolution elements

the
workgroup

doctoral theses:

Lena Baumann: An efficient numerical approach applied to inverse problems for 
kinetic equations

Jayesh Badwaik: moving mesh method in 2d & uncertainty quantification
Claudius Birke: ideal magnetohydrodynamics, low Mach & well-balanced schemes, 
astrophysical applications - joint project with Fritz Röpke (Heidelberg)
Kathrin Hellmuth: determine coefficients of PDE models by using measurements, 
inverse problems
Eva Horlebein: convergence of approximate solutions to the compressible multi-
dimensional Euler equations
Sandra Warnecke: Numerical schemes for multi-species BGK equations based on a 
variational procedure
Farah Kanbar: Asymptotic and Stationary Preserving Schemes for Kinetic and 
Hyperbolic Partial Differential Equations
Andrea Thomann: Numerical methods for all-speed flows for the Euler equns.

Master theses:

Christine Barko: modeling flow in a Tokamak: the semi-Lagrange method for kinetic 
equations
Veronika Mayerhofer: modeling flow in a network of channels, uncertainty 
quantification (jointly with Ulrik Fjordholm, Oslo)
Kaja Jurak: the inverse problem for chemotaxis with birth and death rates in the 
Bayesian setting
Marius Volpert: implementing an invariant domain preserving algorithm for the Euler 
equations that is low Mach 
Luis Kaiser: numerical wave propagation aided by machine learning
Claudia Knorr: On numerical methods for astrophysical flow" (numerical parameter 
study with the astrophysics code by Fritz Röpke)
Carolin Apfel (als Praktikantin bei der Deutschen Bank): Stochastische Modelle zur 
Bewertung von Zinsderivaten

Bachelor theses:

Sophie Lauer: singuläre Grenzwerte der kompressiblen Eulergleichungen
Christopher Schäfer: gage-gravity duality: anti-de Sitter / conformal field theory 
correspondence
Nadia Jammal: On modeling Tsunami waves

topics of 
recent 
and of
ongoing
theses

professors closely associated with us:

Fritz Röpke (astrophysics)
Qin Li (Madison, Wisc. USA)
Lukas Einkemmer (Innsbruck, Österreich)
Matthias Maier (Texas A&M, USA)

postdoc:
            
Marlies Pirner             

doctoral students:

Lena Baumann                     
Claudius Birke
Kathrin Hellmuth 
Eva Horlebein
Jayesh Badwaik

writing their Master thesis:
  
Christine Barko
Moritz Beck
Yu-Chen Cheng
Gerhard Dill
Amelie Gehring
Kaja Jurak
Luis Kaiser
Veronika Mayerhofer
Sebastian Schmidt
Marius Volpert

writing their Bachelor thesis:

Sophie Lauer
Christopher Schäfer
Tim Winkler                     

for more information, visit my homepage:
Oct 2022

• completing PDE models 
using measurements, 
inverse problems, 
machine learning 
numerics

• structure preserving 
numerical schemes for 
Euler and MHD - 
applications in 
astrophysics 

• kinetic and plasma theory 
and numerics

• theory of hyperbolic 
conservation laws 
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version of AREPO for simulations of 
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● Magnetic fields are crucial for the regulation 
of star formation and accretion, and for the 
intracluster medium

● The div B = 0 constraint is difficult to 
guarantee numerically

● New numerical solvers that are robust on 
unstructured moving grids need to be 
developed and implemented

● New positivity preserving schemes for fluid 
dynamics desirable for improved robustness

● Magnetic fields channel heat
transport through electrons along field lines
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Gravity

Pressure

Hydrostatic equilibrium

areas of research:
get to know our research

- Seminar angewandte Analysis (Bachelor)

- Seminar angewandte Analysis und numerische    
Mathematik (Master)

- Oberseminar mathematische 
Strömungsmechanik (open to all students)

visitors to our 
work group

Michael Dumbser (Italy)
Alexander Kurganov (China)

Eduard Feireisl (Prague)
Praveen Chandrashekar (India)

Philippe Helluy (Strasbourg)
Nils-Henrik Risebro (Oslo)

Gabriella Puppo (Italy)
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determine these coefficients 
from measurements

measurement 

- by attending my courses

- by joining my seminars:

- WS 22/23: Mathematics of Machine Learning  
(Master)

the Euler equations of compressible gas dynamics w. gravity

shock formation

numerical simulation of an 
evolving galaxy

measurements for a 
model of bacterial growth

a slice of a star, where pressure and gravity balance each other

https://ifm.mathematik.uni-wuerzburg.de/~klingen/ewExternalFiles/Plakat_Oct_2022.pdf
https://ifm.mathematik.uni-wuerzburg.de/~klingen/ewExternalFiles/Kaeppeli_2022.pdf
https://www.ipp.mpg.de/5262872/numkin2022.html
https://www.ipp.mpg.de/5262872/numkin2022.html
https://conferences.cirm-math.fr/2625.html
https://indico.math.cnrs.fr/event/7592/
https://indico.math.cnrs.fr/event/7592/
https://indico.math.cnrs.fr/event/7592/
https://www.siam.org/conferences/cm/conference/cse23
https://www.siam.org/conferences/cm/conference/cse23
https://www.siam.org/conferences/cm/conference/cse23
https://negf23.sciencesconf.org
https://negf23.sciencesconf.org
https://negf23.sciencesconf.org
https://shark-fv.eu/home-shark/
https://shark-fv.eu/home-shark/
https://shark-fv.eu/home-shark/
https://numhyp23.sciencesconf.org
https://numhyp23.sciencesconf.org
https://enumath2023.com
https://enumath2023.com
https://enumath2023.com

	Paper based on Sandra’s thesis accepted to JCP
	Amelie Gehring begins her Master thesis with us
	Newsletter no. 15 (2022)
	Years of collaboration with Fritz Röpke bear fruit
	An overview article acknowledges our contribution
	This semester I teach Mathematics of Machine Learning
	Our work group has a new poster
	Upcoming scientific conferences

