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Abstract

We propose a new well-balanced central finite volume scheme for the Ripa system
both in one and two space dimensions. The Ripa system is a nonhomogeneous hy-
perbolic system with a non zero source term that is obtained from the shallow water
equations system by incorporating horizontal temperature gradients. The proposed
numerical scheme is a second-order accurate finite volume method that evolves a
non-oscillatory numerical solution on a single grid, avoids the process of solving
Riemann problems arising at the cell interfaces, and follows a well-balanced dis-
cretization that ensures the steady state requirement by discretizing the geometrical
source term according to the discretization of the flux terms. Furthermore the pro-
posed scheme mimics the surface gradient method and discretizes the water height
according to the discretization of the water level. The proposed scheme is then ap-
plied and classical one and two-dimensional Ripa problems with flat or variable
bottom topographies are successfully solved. The obtained numerical results are in
good agreement with corresponding ones appearing in the recent literature, thus
confirming the potential and efficiency of the proposed method.

Key words: Well-balanced central schemes; Ripa system; surface gradient method;
non-oscillatory and gradients limiting.

1 Introduction

In this paper we consider a system of one- and two- dimensional of shallow
water equations with horizontal temperature gradients called the Ripa system,
see [8], [17] and [18].

We shall derive a second order accurate numerical method for this system that
is able to maintain stationary states. This well-balanced property we found
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to be essential even when computing non-stationary solutions. Without the
well-balanced property the numerical solutions tend to become unstable also
in cases where the underlying pde solution is stable; spurious oscillations and
non-physical waves appear .

The discretization of the Ripa system has been studied in two recent previous
papers. Chertok, Kurganov and Liu [6] build a central scheme coupled with an
interface tracking method. In [10], the authors design a finite volume method
that utilizes a new relaxation Riemann solver which is able to well balance
the discretization.

Our proposed method is an alternative to these two approaches by using the
surface gradient method introduced in [24]|. Here the water surface level is
chosen as the basis for data reconstruction. This is coupled with an unstag-
gered central scheme (UCS) previously developed in [21]. The unstaggered
central schemes evolve a piecewise linear numerical solution on a single grid
and follow the central finite volume schemes developed by [14], [2], [12], [11],
and [20] to avoid the resolution of the Riemann problems arising at the cell
interfaces thanks to a layer of staggered dual cells used at an intermediate
step. A projection follows and generates the numerical solution at the centre
of the original cells.

The Ripa system is a variant of the shallow water equations system in which
the temperature of the flowing liquid is represented. We note that several
numerical methods for the shallow water equations were developed in the
recent literature and interested reader is referred to [1], [3], [4], [5], [13], [16],
[23], [7], [15], and [21]. The Ripa system was first introduced in [8], [17], and [18]
to model ocean currents. Written in its conservative form the two dimensional
Ripa system is
u; + F(u), + G(u)y = S(u,x), (1)

with

h hu

hu 2 + 2126
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hv* + §h 0 —gh0Z,

vhé 0

G(u) =

where h denotes the water height, (u,v) is the velocity field, 6 is the temper-
ature of the liquid, g is the gravitational constant, and Z = Z(z,y) denotes



the bottom topography function.
The Ripa system is hyperbolic system with real eigenvalues and linearly inde-
pendent eigenvectors. The Jacobian matrices 0F/0u and 0G/0u are

0 100 0 01 0

OF ﬂ—'zﬂ 2u 0 gh oG —uv v u 0
Tu 2 2 | and 5= g gh (3)

u —Uv vu 0 u 5 12 0 2u >

—uf 00 u —vf 06 wv

The eigenvalues of the Jacobian matrix 0F/du are \y = u — \/ghf, Ao

A3 = u, and \; = u + \/gh@, while the eigenvalues of the Jacobian matrix
OG /Ou are ju; = v —+/gh0, ps = 3 = v, and py = v + 1/ghf. The eigenvalues
are needed to dynamically calculate the time steps of the numerical scheme
and to ensure its stability. Note that when u = 4v/ghf the Ripa system fea-
tures a resonance phenomenon (the Jacobian matrix does not have a complete
eigensystem), and thus the solution of the Riemann problems becomes very
difficult to calculate. For this reason one would like to use numerical methods
that avoids the resolution of the Riemann problems such as central schemes
and others. Finally, we note that the solution of the Ripa system may be com-
posed of shocks, contacts and rarefaction waves. For additional information
on the structure of the solution of the Ripa system, one is referred to [6].

On the other hand, the Ripa system features the following two different steady
states

u=uv=020,
0 = constant, (4)
h + Z = constant,

and

u=1v=0,
Z = constant, (5)

h%0 = constant.

The goal of this paper is to develop a new well-balanced unstaggered central
scheme (WB-UCS) for accurately solving one and two-dimensional Ripa sys-
tems while maintaining the steady states requirement at the discrete level.
Here we note that under appropriate assumptions on the regularity of the so-
lutions of the Ripa system, we can rewrite the Ripa system (2) as a hyperbolic
system in terms of the conservative variables h, hu, hv and h?6 (instead of h



in (2)) as follows.

h hu hv 0
hu ha? + I h20 huw —gh0Z,
+ 2 + g = ) (6)
hv huw ho? + Sh*0 —gh8Z,
h*0 . uhd vhl —h*0u, — h*0v,
x Yy

As a consequence, any consistent finite volume scheme can easily satisfy the
steady state (5); more precisely if the initial data are such that © = v = 0,
7 = constant and h?0 = constant, then the numerical solution will satisfy the
requirements in (5) at any later time.

In this work we mainly focus on the steady state (4) and we develop a well-
balanced scheme that satisfies the constraints in (4) at the discrete level both
in one space dimension (Theorems (1) and (2)) and two dimensions (Theorems
(3) and (4)). As for the steady state (5), we are still exploring/investigating
appropriate numerical schemes that ensure the constraints in (5) at the dis-
crete level. Ideally one would like to construct a numerical method that fulfills
both equilibrium states (4) and (5) simultaneously. This indeed invites future
research on this topic.

The rest of the paper is structured as follows: in section 2, the central finite
volume scheme is developed coupling it with the surface gradient method.
In section 3, one- and two-dimensional experiments are presented, showing
excellent results. In the appendix proofs of our theorems are given.

2 Well-balanced central schemes for the Ripa system

In this section, we develop a new well-balanced central finite volume scheme for
the Ripa system (1)-(2) in one and two space dimensions. We follow a classical
central finite volume construction for hyperbolic systems of conservation laws
with a source term. In order to satisfy the steady state requirement (4), we
extend the surface gradient method to the case of the Ripa system and show
that the steady state conditions in (4) are exactly maintained at the discrete
level.



2.1  One-dimensional well-balanced central scheme for the Ripa system

We consider first the one-dimensional Ripa system written in its conservative
form

u(z,0) = up(x) (@)

with u(z,t) = (h,hu,hf), f(u) = (hu, hu? + Lgh?, h9) , and S(u,z) =
(0, —ghfdz/dz,0). Here h(x,t) denotes the water height, u(xz,t) is the ve-
locity in the x—direction, g is the gravitational constant, and z(z) denotes the
bottom topography function.

The computational domain 2 is first partitioned using the control cells C; =
[%i-1/2, Zit1/2] centered at the nodes x;. Without any loss of generality we as-
sume that the numerical solution u} is known at time ¢" and is defined at
cell-centers z;. A piecewise linear reconstruction of the solution values is then
performed and the exact solution u(z, t) to system (7) is approximated at time
t" on the cells C; by

{atu—i—@xf(u) =S(u,z), t>02€QCR

u(z, ") & Li(z,t") = uj + (v — ;)0 Yz € (8)

where §!" approximates du(z;, t")/0x to a first order of accuracy. To avoid the
process of solving the Riemann problems at the cell interfaces, the numerical
solution to system (7) will be first calculated at time ¢"™! = "+ At on the dual
cells D; 112 = @i, Ti41]. Then a back projection step will be applied to retrieve
uf ™! We integrate system (7) over the domain R, | , = Diy12 X [t",t"+!] and
then we apply Green’s theorem to the left-hand side; taking into account that
u(z,t) =~ L(x,t), we obtain

tn+1

1
n+1 n
ui:% Wil T AL Vm f(u(a:iﬂ,t))dt—/

tn

" 1) dt]

tn+1

1 Tit1
+—— / S(u, x)dxdt. (9
Arte ) S (9)
Here u},, , is the projected solution at time ¢" on the dual cells D;y1/2 and is
obtained with the aid of a Taylor series expansion as follows

Uil =35 (ui + ui+1) T (52' - 5i+1) (10)
The flux integrals in equation (9) are approximated with second-order of ac-
curacy using the midpoint quadrature rule leading to

n n At nty ntg
UHE = Wiri2 T AL [f(ui—i—lQ) — f(u 2)}

tn+1

1 Ti+1



where the required predicted values at the intermediate time t"*/? are ob-
tained using a first-order Taylor expansion in time and the balance law (7) as
follows
1
u ?=ul+ At (—f + Az 7). (12)
x

The term S discretizes the source term in system (7) and should be carefully
discretized in order to ensure well-balancing as we will be see later in this
section.
Next we discretize the integral of the source term using centered differences
and the midpoint quadrature rule, we obtain:

tn+1

i1 el gl
/t" / ' S(U([L’,t)7$))d5(]dt ~ S<ui+27ui-:_12)
0
_ SR SR s B s BV
=At Az | 4 i ey (_ +1- ) . (13)
0

The numerical solution at time t"*! is obtained by substituting equation (13)
in equation (11), and the computed values will be defined as the centers ;1
of the dual cells D; 1 /2; a back-projection step recovers the numerical solution
on the original cells as follows

1 Ax ’ ’
n+l __ n+1 n+1 n+1\" n+1
ut =g <ui; + uHé) + 3 ((uié) (uH%) ) . (14)

To ensure the constant-temperature lake at rest steady state (4) property of
the Ripa system one should pay special attention to the way the predicted
values are computed at time "*/2 in equation (12), as well as to the back
and forth projection steps in equations (10) and (14). Note that in the steady
state case (h + Z = constant, u = 0, and § = constant) the Ripa system
reduces to:

h 0 0
ho 0 0

and therefore specific discretizations of the momentum’s flux component and
its corresponding source term component are required in order to ensure well-
balancing in the steady state case. In this work we discretize the source term
in equation (12) as follows:



with

0
n I —o; R
iL = 0'? 6 (2 - Ui) —gh?Q?@ZT;_I )
0
0
n 21'+'Ui RO Zidt1 —Z
iR~ 0i T@ —0i) | —gho; 0= |
0
0
o; + 1 g; — 1 PR
|
0

The parameter o; appearing in the discretized source term in equation (17) is
a sensor function that forces the discretization of dZ/dz in S(u,x) to follow
the discretization of 0h/0x and is defined as follows:

: ! hi—hi
—1 ifh = et
’ R, . —hT
. o h1
. lf hz == @W,
g; = . ’
’ h  —h"
: S 141 1—1
if hy = 5

where 1 < © < 2 is the parameter of the MC-© limiter [22].
This leads us to a first main result.

Theorem 1 In the context of the one-dimensional Ripa system (7), if at a
gwen time t", the numerical solution is such that h}' + z;=constant, u} = 0,
and 0 = constant, for all i, then the equations (12), (16), and (17) lead to

"2 — u? while equations (11) and (13) lead to ™} = u”

Ui i+ 1 iti

PROOF. Highlights of the proof of theorem 1 are given in the appendix.

Remark

Theorem 1 states that the updated numerical solution n:.fll/

t"t! shares the same properties of the forward projected solution (P ob-

, obtained at time

tained at time ¢" on the cells D; /o, but its projection u?™ doesn’t necessarily
satisfy the steady state requirement on the cells C; unless a special care of the



forward projection step and the backward projection step is taken into ac-
count.

In general, the central scheme fails to satisfy the steady state requirement
when it is used to solve steady state Ripa systems problems. This is due to
the fact that the riverbed function and the water level function are both linear
on the original cells Cj, but not on the staggered cells D;1;/2. An additional
treatment of the scheme is needed to remedy this situation. In this work we
extend the surface gradient method, previously adapted to the shallow wa-
ter equations, to the case of the Ripa systems and calculate the numerical
derivative of the water height h(z,t) component in terms of the water level
function H(z,t) = h(z,t) + Z(z). We also note that the hf component of the
solution should also be projected forward and backward using the water level
component by following the surface gradient method as is described below.
We first assume that the bottom topography function is defined at the cell
interfaces (i.e., z; 1 is given at ;1 ). The cell centered bottom elevation func-
tion values are then obtained using the equation z; = (2, 1+ 2_1), and the
linear interpolants z(x) of the bottom topography function on the cells C; are
given by:

1
Az -3
The linearization of the water height h(z) inside each cell will be made in-
directly by first linearizing the water level H(z) = h(x) + z(z), and then by
using the relation h(z) = H(z) — z(x).
The linearization H(x) = H;+ H(x —x;) on the cells C; is obtained by using a
limiting procedure of the numerical derivatives of H; = h;+z;; the linearization
of the water height h(z) is finally obtained by calculating A as follows:

2(z) = 2 + (Zi—&-% —2i_1)(x — x;), Vo € C.

1
(h) = (H}) — E(zz‘ﬂ/z — Zi_1)2)- (18)

Similarly, in the forward projection step the linearization of the h component
is made indirectly in terms of H using equation (18) as follows:

1

(7Y = ((HD) = 5 (ionp = 5oap) ) 62 2O (19)

Likewise, for the back projection step of the computed numerical solution
uzfllﬂ back onto the original cells C;, we proceed again using the surface
gradient method. We define the water level H;, ), on the staggered nodes as

follows:

ZL++11/2 = h?jll/z + Zit1/2 (20)
1
where Z;11/0 = 2iy1/2 — 5 (zi+1/2 —(zi+ zi+1)/2) is the corrected bottom value

due to the fact that the bottom function z(x) is not linear inside the staggered



cell DH— 1/2-

Next, we obtain the limited discrete derivatives (H;fllﬂ)’ from the staggered
n+1

water level values H ;fll/g and obtain (A7 ,)" as follows:

n [rn 1
(hijll/z)/ = ( ¢++11/2)/ - M(Zwrl — %) (21)

Similarly for the back-projection of the hf component in u?jll/Q, the lineariza-

tion is performed in terms of (H, ffll/z)’ and using equation (21) as follows

n n rrn 1 n n
(hijll/Qeilelﬂ)/ = (( i++11/2)/ - E(%H - Zz)) 91111/2 + hi:11/2<9i+1/2)/' (22)

Theorem 2 In the context of the one-dimensional Ripa system (7) and the
central scheme (11) along with the prediction step (12), the projection steps
(10), (18), (19), and the back projection steps (14), (21), (22), and if at a given
time t" the numerical solution u} satisfies the lake at rest with a constant
temperature steady state (4), (i.e. hl' + z; = constant, u? = 0, and 07" =
constant for all i), then the numerical solution generated using the developed
central scheme exactly satisfies the steady state j at the discrete level and
u*t = u? holds for alli and allmn =0,1,---.

PROOF. Highlights of the proof of theorem 2 are given in the appendix of
the paper.

Remark 1 We finally note that the proposed well-balanced numerical scheme
follows the same stability condition as the original NT scheme [1]], since the
numerical integration of the source term as well as the forward and back-
ward projection steps of h and h€ components according to the surface gradi-
ent method don’t add any restriction on the stability requirement of the nu-
merical base scheme. The numerical results presented in section 4 are per-
formed with a CFL number of magnitude 0.485, and the time step At is calcu-
lated dynamically in terms of the eigenvalues of the one-dimensional Ripa
system Ai,t = 1,--- .3 and the spacial step Ax according to the formula

At
max(|)\,~|)A— < 0485 for i € {1,---,3}. For further information regarding
x
the stability of central schemes, one is referred to [14], [11].

2.2 Two-dimensional well-balanced central scheme for the Ripa system

In this section we extend the one-dimensional well-balanced unstaggered cen-
tral scheme to the case of the two-dimensional Ripa system with a variable



bottom topography function.
We consider the two-dimensional Ripa system (1)

O+ 9, f(u) + 9,9(u) = S(u, x) (23)

where u, f(u), g(u), and S(u,x) are defined in system (2). We assume that
the computational domain € C R? is uniformly discretized using the Cartesian
cells Cij = [xi—1/2, Tiv1/2) X [Yj—1/2,Yj+1/2) centered at the nodes (x;,y;), and
we define the dual cells D;1/5 j+1/2 to be the rectangles [z, z;11] X [y}, yj11]-

We assume further that the initial conditon is defined at the centers of the
cells C;;. Without any loss of generality we assume that the numerical solution
to the two-dimensional Ripa system is known at time ¢" and is also defined at
the center of the cells C;;. We start by constructing the linear interpolants

Lij(z,y,t") = ui;+ (xr — 2;)0;" + (y — y;)0; =~ u(z,y,t"), V(z,y) € Ci;, (24)

that approximate the solution to system (23) on the cells Cj;, where (67, 07)
denotes a limited numerical gradient of the numerical solution u};. We then
integrate equation (23) on the rectangular box Ry ii12 = Divijajie X
[t",t"*1] and we apply Green’s theorem to the integral to the left-hand side
to obtain

/R (Bpu+ B, f (1) + d,g(u)) dV = / S(u,z,y)) dV. (25)

n
i+1/2,j4+1/2 z+1/2 ]+1/2

Just like the one-dimensional case, the staggering process will avoid solving
Riemann problems, but the obtained solution at time #"™! will be defined
on the dual cells D; /2 11/2. A back-projection step will be necessary to
retrieve the solution values at centers of original cells C; ;. Gradients limit-
ing avoids spurious oscillations and Euler’s midpoint quadrature rule ensures
second-order of accuracy provided the integral of the source term is properly
approximated. Furthermore, in order to ensure well-balancing and the steady-
state requirement at the discrete level, the source term should be discretized
according to the discretization of the flux terms. Taking into account that the
numerical solution is piecewise linear over the dual cells D; /2 41/ and is
defined at their centers (2;11/2,¥;+1/2), equation (25) reduces to

1
u”jm J+1/2 uz+1/2,]+1/2
At n+1/2 n+1/2 nt1/2 nt1/2
B E {(fiﬂ’j f ) <fiJrl,jJrl - fi,j+1 )}

n+1/2 n+1/2 n+1/2 n+1/2
- m[(%ﬁ — g )+ (g = g

At nt1/2  nd1/2  ntl/2  ntl/2
+A$Ay (w5 w4, w0 ) (26)

10



where a7y, 5 5.4/, is the projected solution at time ¢" on the staggered dual
cells Diy1/2j11/2, and is evaluated using a Taylor expansion in space as follows

n 1 n n n n
Wisi/2,5+1/2 = (“z’,j T Ut uz'+1,j+1)
1
+ 16 (03 + 0ij+1 — Oiv1j — Oit1,+1)

+ 16 (0ij = Oijr1 + Oiv1j — Oig141) - (27)

The flux integral with respect to time is approximated to second order of
accuracy using the midpoint quadrature rule and the term f”+1/ P (u; n+1/ %)
is obtained using a prediction step at an intermediate time t”“/ 2,

The solution at time t"** on the cells C;; of the original grid is then obtained
using a back projection step as follows:

1
u”*lzi(uﬁﬂl. L+ urth s +ul | unt] )

I i=5.0— i+5.0-3 i—5.J+5 i+5.0+3
1
T E((si—%,j—% i1 g4d ~Oirtg-1 — 5i+§,j+%)
L 28
+ E(”i—%a—% T O L4l — Ol 1~ 0i+%,j+§) (28)

where (0, 0);41 /2,j+1/2 denotes a limited numerical gradient of the numerical so-
lution obtained at time ¢"*! at the point (2112, y;j11/2). For a further detailed
description of the unstaggered central scheme for homogeneous hyperbolic sys-
tems one is referred to [19].

The term At S(u; nH/Q u?:ff, uZﬁ{27 uffllﬁl) in equation (26) is used to ap-
proximate the spatlal integral of the source term over the domain R7, ;o ;.1
with a second-order of accuracy. In the case of the Ripa system, the spatial
integral of the source term is discretized using centered differences and the
midpoint quadrature rule as follows:

11



nty oty oty oty _
S(um‘ s Wi 1 Wi Wi | =

0

n+3 n+i
_g(he)i—&-l?j + (h);; * ziv1; — 2
ArAy 2 Az

n+3 n+i
2 . (he)i,j—fl + (h’e)i,j : Rij4+1 — Zij
2 Ay

0
n+i n+3
(h0) ;11741 + (h0); ;51 Zig1j01 — Zij4a
AzAy | —9 ) Ax
_g(he)i—i-l,j—i-l + (h0)i1 1% Zis1 j41 — Zit1j
2 Ay

_|_

The predicted values uzﬂ/ % at the intermediate time step t"*1/2 in equations

(26) and (29) are estimated using a first-order Taylor expansion in time and
the RIPA system (23) as follows:

nty _ oo A b9,
u;;° =, + 7 <_A$ — Iy + Si,j , (30)

where JZ; is a limited numerical partial derivative of the flux function f(u)
with respect to the x variable, and is obtained using the Jacobian matrix
df /Ou. The term S} in the predictor step (30) discretizes the source term (in

equation (23) at time ¢" on the cells C; ; as follows

0 ) S, =0
z
i = 2= (31)
_g(hg)z,]@ ij 83
0 Sy =0

The terms Sy and S; in equation (31) are used to discretize the gradient of
the bottom topography function according to the discretization of the water

12



height gradient, and are obtained with the aid of sensor functions as follows:

—g(hQ)ZjQM, if oy = —1,

Ax
0 if 09 = O,
S, — L
’ _g(h9>?]@21+1’]A7%7 if 09 = 1a
’ x
n “itlj T Ri—1,5 . .
—g(ho); 7]2A$ L, if oy =2.
—g(h&)%@%, if o5 = —1,
’ Y
0 if 03 = 0,
d S; = i+l T Zij . 2
and S3 —g(h@)?j@%, if oy =1, (32)
’ Yy
—gawxgéiiaifﬂ:% if g = 2.
’ Yy

The parameters oy and o3 in equation (32) are two sensor parameters that

z z
direct the discretization of —| and —| according to the discretizations of
Ox lig Oy lij

Ozh|i; and Oyh|;;, respectively. They are defined as follows:

1, ifa,h g™ S (hzj - h?_Lj) /Ax,
09 = . Y n n
1, lf axh i ~ ('_') (hi+17j - h’z,j) /Al‘)

2, it |~ (B — i)/ (202).
—1, if 9,h|, ~ O (ki —hi;) /Ay,

ij
1 0, if O,h ’ ~ 0, (33)
and o3 = . ‘ n n
1, if Oyh G © (hm‘ﬂ - hi,j) /Ay,
2, if O,h| =~ (h2j+1 - thfl)/(QAy)-

)

The parameter 1 < © < 2 appearing in the formulae for Sy and Ss is the
MC-© limiter parameter.

Theorem 3 In the context of the two-dimensional Ripa system (1)-(2), the
central finite volume method (26), and the directed discretization formulas of
the source term (29), (31), (32), and (33), if the steady state (4) is satisfied

at the discrete level at time t" (i.e., hi'; + zij = constant, u;'; = vi'; = 0, and

0F; = constant), then the updated numerical solution verifies the equations
n+1/2 _ +1 . .o
u; = u?,j and u?—i—l/?,j-ﬁ-l/? - u?+1/2,j+1/2 for alli, j.

PROOF. The proof of theorem (3) can be constructed in a similar way the

13



the proof of theorem (1); highlights are presented in the appendix section.

Remark

Theorem 3 states that if the numerical solution at time ¢" corresponds to the
case of an equilibrium state, then the updated solution at time t"*! is such
that wtl, o1y ) = U}y 110, but the equality u’}! = uj!; doesn’t necessarily
holds. The forward and backward projection steps (27) and (28) need to be
adjusted according to the surface gradient method in order to ensure the
steady state requirement. In the steady state case (5) the two-dimensional

Ripa system becomes

h 0 0 0
g
0 I h20 0 —ghtZ,
O - 9|3 + 9 g | : (34)
0| 9| ¢ % | Sh% —ghtZ,
ho 0 0 0

and one can see that the first and fourth components (h and h8) of the pro-
jected solutions need to be carefully computed. As in the one-dimensional case,
we assume that the bottom function is defined at the corners (z; 1Y +%) of
the original cells C; ; and the we set the bottom topography function value at
the cell centers to be

Zislg-l T E gl T gl 1 210
4

(35)

In the forward projection step (27) we linearize the water height h in the first
and fourth components of the numerical solution u}'; in terms of the water
level H'; = hi’;+ 2; j by first constructing the linear interpolants for the water
levels on each control cell Cj; as follows

H(z,y,t") = Hijy + (& — ) (Ha)i; + (y = y) (Hy )iy, ¥(2,9) € Gy, (36)

where ((HI)%, (Hy);-fj) denotes a limited numerical gradient of the water level

function H}';. The numerical gradient of the water height function h(z,y,t")
can now be calculated using the equations

(hét)?,j = (Hx>?g — (22)i; and (hy)Zj = (Hy)?,j — (2y)ij- (37)

The gradient of the bottom topography function is discretized using centered
differences as follows:

(22)i; = <2i+1/2,j—1/2 -2F Zit1/2,4+1/2  Fi-1/2,j-1/2 -QF Zi—1/2,j+1/2) /Ax (38)

14



(2)i; = (Zi—1/2,j+1/2 —;— Zit1/2,41/2  Fi-1/2,j-1/2 42' Zi+1/2,j—1/2> /Ay (39)
Equations (38) and (39) are used in the forward projection step (27) of the
first and fourth components of uj’; only.

As for the back projection step (28) we follow a similar procedure and lin-
earize the water height in terms of the water level function. As in the one-
dimensional case, we first correct the water bed function at the center of the
cells Djy1/2,j+1/2 as follows

Zipdgth = Zidith
1 Zit1/2,j+3/2 T Zit+1/2,5-1/2 + Ri—1/2,j+1/2 T Zi+3/2,j+1/2
_— = Z. 1,.,,1 — * (40)
2 1+ 2 J+ 3 4
Next, we calculate the water level H Tfl 41 using corrected waterbed function
27
values as follows:
Trn+1 _ 1n+l
HH-QJ - i+%1j+l +ZH‘2’]+2 (41)

The projection step of the water height at time ¢"*! back onto the original grid
can be performed now using the limited gradient components of h?:f/z,j 112
computed by discretizing the spatial partial derivatives in h, = H, — z, and
h, = H, — z, as follows:

T N e e N e
h 7}-&-1 ‘ =(H @+1 A _ 2 2
(he)ify gy = ()il s Az
(42)
Firdard TRl e Al Rl sl
(h >n+1 _ (N n+1 _ 2 2
Yit3.5+35 Yits.5+3 Ay ’

where the discrete derivatives (H, )”:1 o and (H, )":1 .1 are obtained from
2:J T3

HH using a gradients limiting procedure.

the staggered values H' 1
i+1,5+3

Theorem 4 In the context of the two-dimensional shallow water equations
(23), and the proposed two-dimensional finite volume method (26) along with
the forward and backward projection steps (27) and (28) obtained with the
aid of the surface gradient method (37) and (42), if at a given time t", the
numerical solution satisfies the steady state (4) at the discrete level (i.e., hi;+
zj = constant, ui; = vi; = 0, and 0, = constant), then we can show that
the updated numemcal solutzon u"Jr1 satzsﬁes the steady state at the discrete
level and the equation u”+l holds for all, 7.

The detailed proof of theorem (4) is given in the appendix section.
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3 Numerical experiments
3.1 One-dimensional numerical experiments:

The one and two-dimensional well-balanced schemes developed in this paper
are now applied and used to solve classical Ripa problems.

3.1.1 One-dimensional Riemann problem over a flat bottom

Our first numerical experiment is a classical Riemann problem with two con-
stant states across the point xy = 0 center of the computational domain
) = [—1,1]. The initial conditions are as follows

if
(hou.0) (5,0,3) 1 x <0,
(1,0,5) ifz > 0.

The computational domain €2 is discretized using 200 gridpoints and the nu-
merical solution is calculated at the final time t = 0.2. Figure 1 shows the
water height, the temperature, and the pressure obtained at the final time
using the well-balanced scheme (dotted curve). The reference solution (solid
curve) is obtained using 2000 gridpoints. The obtained results are in perfect
match and in a good agreement with those appearing in [6] and [9]. Figure 2

5 6
4
4
< 3 2
2
2
0
-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1
6 40
5 30
@ 4 a 20
3 10
2 0
-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1

Figure. 1. 1D dam break problem: Water height h, momentum hu, temperature 6,
and pressure P obtained at time ¢ = 2 using the UCS scheme (dotted line) and the
WB-UCS scheme (solid line).

shows the profile of hf obtained using the unstaggered central scheme with
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(dashed curve) and without (dotted curve) well-balancing on 200 gridpoints.
The reference solution (solid curve) is obtained on 2000 gridpoints. The ob-
tained results are in good agreement in this case and the UCS scheme is
capable of generating the correct waves mainly because the source term of the
RIPA system vanishes in this test case (flat bottom topography).

15 T
R - — —-UcCs
14+ + WB-UCS |
Reference

Figure. 2. 1D dam break problem: Water height at time ¢ = 2 obtained using the
UCS scheme (dashed line) and the WB-UCS scheme (dotted line); the solid line is
the reference line obtained on 2000 gridpoints.

3.1.2  Perturbation of a lake at rest problem

Our next one-dimensional experiment is a small perturbation of a lake at rest
problem as considered in [6]. The non-flat bottom topography function is given
by
0.85{cos[107(x + 0.9)] + 1}, if —1 <z < —-0.8,
Z(x) = ¢ 1.25{cos[10m(z — 0.4)] + 1}, if 0.3 <2z < 0.5,
0, otherwise.

The initial water level is h 4+ z = 6, the initial velocity and temperature
are v = 0 and # = 4, respectively. We first validate the well-balanced nu-
merical scheme and compute the steady state solution until ¢ = 1. Figure 3
(top left) shows the waterbed and the water level at rest at the final time.
Figure 3 (top right) shows that the steady state remains satisfied at the
discrete level at the final time. Next we perturb the lake at rest and take
h(z,0) = h(x,0) + X[-1.5,-1.4(2), With x[_15-14(z) = 1 if 2 € [-1.5,-1.4]
and X[—1.5,-1.4 (x) = 0 elsewhere in the computational domain. As time evolves,
the initial perturbation splits into two pulses moving in opposite directions,

17



H=h+z
IS =
hu

o (6]
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Figure. 3. Lake at rest problem: steady state computed at time ¢ = 1.

and leave the computational domain from its endpoints. Figure 4 (top left)
shows the water height at time ¢ = 0.4.

8 0.6
6l 0.4
N
+
<4 2 02
I
2 0 .
0 — — -0.2
-2 -1 0 1 2 2 -1 0 1 2
25 — 80
i .
20 60
e o
15 40
10 20
-2 -1 0 1 2 ) -1 0 1 2

Figure. 4. Perturbation of a lake at rest problem: Numerical solution at the final
time ¢t = 0.4 showing the propagation of pulses.

3.1.3 Dam break problem over a rectangular bump

Here we extend the shallow water equations problem on a discontinuous wa-
terbed presented in [7] to the case of the Ripa system. The waterbed features
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of a rectangular bump defined as follows:

{8, if |2 — 300 < 75,
2(x) =

0, otherwise.
The initial conditions for (h,u,#) are as follows

(h0,6) = {(20 — 2(2),0,10), ifz < 300,

(15 — 2(x),0,5),  otherwise.
The numerical solution is computed at the final time ¢ = 12 using the well-
balanced scheme and the obtained numerical results are reported in figure 5
where we plot H = h + z, hu, and hf# obtained on 200 gridpoints (dotted
curve) and 2000 gridpoints (reference solid curve).

20 \JFL 60
15 i 40
20

I
5 01
0 -20

>
hu

0 200 400 600 0 200 400 600
12 200
10 . 150
° 8 2 100
6 50

K 200 400 600 % 200 400 600

Figure. 5. 1D dam break problem over a rectangular bump: Water height obtained
at time ¢ = 12 using the well-balanced scheme on 200 grid points (dotted curve) and
2000 grid points (solid curve).

Figure 6 shows the profile of the pressure P = h6#?/2 at the final time obtained
on 200, 400, and 2000 gridpoints. When the surface gradient method is not
applied in the forward and backward projection steps, the numerical scheme
generates spurious oscillations and non-physical waves due to the non well-
balanced effects. Figure 7 shows the water level function obtained with and
without the surface gradient method (solid and dashed curves, respectively);
non-physical waves start in the neighborhood of waterbed jumps and propa-
gate in the computational domain. The non-physical waves are invisible when
the numerical solution is computed using the well-balanced scheme.
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Figure. 6. 1D dam break problem over a rectangular bump: Profile of the pressure
P = h%0/2 at the final time.

25—
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Waterbed
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Initial water level
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non well-balanced
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Figure. 7. 1D dam break problem over a rectangular bump: Water level obtained
with and without surface gradient method for the forward and backward projection

steps
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3.1.4  Dam break problem over a flat bottom

Our final one-dimensional problem is a dam break problem over a flat bot-
tom topography. The initial conditions feature two constant states defined as
follows:

2,0,1 if |z| < 0.5
(hu,0) = § 1200 1 Jel =05

(1,0,1.5), otherwise.
The computational domain Q = [—1,1] is discretized using 200, 400, and
2000 gridpoints and the numerical solution is calculated at the final time

t = 0.2 using the well-balanced central scheme. Figure 8 shows the water
height at the final time obtained using 200, 400, and 2000 gridpoints. We note

1.951

191

1.851

1.8

€ 1.75¢ 1
171 b
1.65 1
1.6 | 1

200 points |
1.55¢ | — — — 400 points I )

J 2000 points |

-1 -08 -06 -04 -02 0 0.2 0.4 0.6 0.8 1

Figure. 8. 1D dam break problem over a flat waterbed: Water height at time ¢t = 0.2
obtained using the UCS scheme (dotted line) and the WB-UCS scheme (solid line).

that when the waterbed is flat, the source term in the Ripa system vanishes
and the resulting scheme is a homogeneous hyperbolic systems that can be
easily solved using finite volume methods. This test case was solved using both
the proposed well-balanced numerical scheme and the original unstaggered
central scheme [21]. Figure 9 shows the profiles of h, hu, hf, and the pressure
P = h?0/2 obtained using the numerical base scheme with (solid curve) and
without (dotted curve) well-balancing at time ¢ = 0.2. A good agreement
between the obtained numerical results is observed in figure 9, thus confirming
the consistency of the well-balanced scheme.
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Figure. 9. 1D dam break problem over a flat waterbed: Profile of the water height
h, momentum hu, temperature 6, and pressure P obtained at time ¢ = 0.2 using
the WB-UCS scheme on 200 grid points (dotted curve) and 2000 gridpoints (solid
curve).

3.2 Two-dimenstonal numerical experiments:

Now we validate the two-dimensional well-balanced central schemes developed
in this paper and we solve some classical Ripa problems.

3.2.1 Rectangular dam break problem

First, we consider the classical two-dimensional rectangular dam break prob-
lem over a flat bottom topography. The initial conditions feature two constant
states defined as follows:

(0. 6) = {(2,0,0, D, if 0522205,
(1,0,0,1.5), otherwise.

The computational domain = [—1,1]? is discretized using 100? gridpoints
and the numerical solution is calculated at the final time ¢ = 0.2 using the
well-balanced central scheme. Figure 10 shows the profile of the obtained water
height at the final time, while figure 11 shows cross sections of the water height
along the x—axis obtained at the final time on 502, 1002, and 200? gridpoints
and compared to the solution of the corresponding one-dimensional problem
obtained on 2000 gridpoints. Figure 11 shows a good agreement between the
obtained numerical results. The structure of the obtain solution features two
shock waves and two contact waves propagating away from the y—axis and
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Figure. 10. Rectangular dam break problem: Water height at time ¢ = 0.2 obtained
using the UCS scheme (dotted line) and the WB-UCS scheme (solid line).

two rarefaction waves propagating towards the y—axis.
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Figure. 11. Rectangular dam break problem: Profile of the water height h obtained
on 502, 1002, and 2002 gridpoints and compared to the solution of the corresponding
one-dimensional problem obtained on 2000 gridpoints.
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3.2.2  Clircular dam break problem

Next, we consider the classical two-dimensional circular dam break problem
over a flat bottom topography. The initial conditions feature two constant
states defined as follows:

(2,0,0,1), if 22+ ¢2 < 0.25,

h,u,v,0) =
( ) {(1,0,0,1.5), otherwise.

The computational domain Q = [—1,1]? is discretized using 100%, gridpoints
and the numerical solution is calculated at the final time ¢t = 0.2 using the
well-balanced central scheme. Figure 12 shows the profile of the water height
obtained using the proposed numerical scheme. We see a shock and a contact
wave propagating radially towards the exterior of the domain, and a circular
rarefaction wave is propagating towards the center of the domain. Figures 13

“’7}}",’0 ”W
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fihy
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AL i
i

(i
“\‘\x\\\\\

Figure. 12. Circular dam break problem: Profile of the water height h obtained time
t = 0.2 on 100? gridpoints.

and 14 show scatter plots of the cross sections of the water height h along the
diagonal line (y = ) and the y-axis (x=0), obtained on 50%, 1002, and 2002
gridpoints.

3.2.3  Perturbation of a steady state on an irreqular waterbed

For our next numerical experiment, we consider a small perturbation of a

steady state problem, a variant of the problem presented in [6]. The initial
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Figure. 13. Circular dam break problem: Scatter plot of the cross sections of the
water height h at time ¢ = 0.15 along the diagonal line y = x obtained on 502, 1002,
and 2002 gridpoints.
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Figure. 14. Circular dam break problem: Scatter plot of the cross sections of the
water height h at time ¢t = 0.15 along the line z = 0 obtained on 502, 1002, and 2002
gridpoints.
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data features the steady state (h + z,u,v,0)(z,y,0) = (3,0,0,4/3) for all
(z,y) € [—2,2]%. The waterbed topography is defined as follows

(2,7) = 0.5 exp[—100((x + 0.5)% + (y + 0.5)?)], ifz <0
I 0.6 exp[-100((x — 0.5) + (y — 0.5)%)], if x> 0

The steady state solution is perturbed by introducing the variation of the water
height h(x,y,0) = h(x,y,0) 4+ 0.1 for all (z,y) inside the annulus 0.01 < z <
0.09. The well-balanced numerical scheme is first validated and the numerical
solution of the steady state (without perturbation) is computed until time
t = 0.8 on a 100% gridpoints. The obtained water height is shown in figure
(15) along with the waterbed function. Figure 16 shows the profile of the

Figure. 15. Perturbation of a steady state problem: Profile of the water height at a
steady state at time ¢t = 0.8 obtained on 100? gridpoints obtained using the WB-UCS
scheme.

water height obtained at time ¢ = 0.15 and shows the propagation of the
water perturbation across the computational domain. Figure 17 shows some
contour lines of the water height at time ¢ = 0.15 obtained using the well-
balanced scheme; these results are in good agreement with corresponding ones
presented in [6]. Figure 18 shows s scatter plot of the cross sections of hf along
the diagonal line y = z obtained at the final time ¢ = 0.15 on 50%, 100%, and
200% using the WB-UCS scheme.
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Perturbed water height at time t=0.15

Figure. 16. Perturbation of a steady state problem: Profile of the perturbed water
height at time ¢ = 0.15 obtained on 100? gridpoints obtained using the WB-UCS
scheme.

Figure. 17. Perturbation of a steady state problem: Contour lines of the water height
at time ¢ = 0.15 on 1002 gridpoints obtained using the WB-UCS scheme.
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Figure. 18. Perturbation of a steady state problem: Scatter plot of the cross sections
of h# along the diagonal line y = xs at time ¢t = 0.15 obtained on 502, 1002, and
2002 gridpoints using the WB-UCS scheme.

4 Conclusion

In this paper we have developed a new well-balanced finite volume method
for the Ripa system within the framework of one and two-dimensional unstag-
gered central schemes.

The proposed scheme has the advantages of being an unstaggered central
scheme, second-order accurate, and it evolves the numerical solution on a sin-
gle Cartesian grid.

To satisfy the well-balanced constraint in the case of the Ripa system we dis-
cretize the source term according to the discretization of the flux divergence
term with the aid of sensor functions. Furthermore, to ensure that the equilib-
rium solution is exactly satisfied at the discrete level, we carefully adapt the
surface gradient method to the case of the Ripa system by linearizing of the
water height function, on both the original and staggered grids, according to
the linearization of the water level function. The temperature component is
linearized in a similar fashion.

The proposed scheme is then validated and classical problems from the recent
literature are successfully solved. The numerical simulations we carried out
deal with dam-breaks and hydraulic jumps with variable bed topography and
varying temperature gradients. The numerical results obtained for both one
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and two-dimensional Ripa system problems are in perfect agreement with cor-
responding results appearing in the literature, thus confirming the efficiency
and potential of the proposed numerical scheme to accurately solve Ripa sys-
tem problems.

Appendix

We now present the proofs of theorems (1)-(4).

Proof of theorem 1

First we show the predicted solution as time #"*1/2 is invariant in time (i.e.,
n+1/2

is equal to the solution at time ¢") u,

=u;.
Recall that u?ﬂ/ % is computed using aTaylor series expansion in time as fol-
lows

u™te = u? + Azt (—fi’ + S?Ax) :

and the source term S is discretized according to the discretization of (hl')".
hi — R}

If h; is discretized using the backward difference, i.e., h; = O~ Axifl, then
the sensor function becomes o; = —1 and we obtain
0 0 0
i = | —ghioy ©55= |, Sip=| 0 |, and Sjc = | 0
0 0 0
Therefore,
0
S = S+ Sl + Sin = | —ghtty @3
0
0
and in the context of the steady state (4), f(u) = [ 1gn%0 | so (fI') =
0
0

gh?om - (hr) because ¢} is constant in the steady state case.

0

Therefore the prediction step becomes,
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0 0
n—l—% n At P
= 50 gmartny | + | —ghrorezge
0 0
0
I~ At nAon n\/ Zi — Zi—1
u; + 5 —gh?0} [(h}) +© Ar ]
0
0
. At .
=, AT —gh?07 [O(h; + 2z;) — 0(hi—1 + zi—1)]
0

But since h}'+z; = H = constant for all i then O(h!'+2;) —O(h? ;+2-1) =0
leading to

A similar proof can be done for the values of the sensor function ;. B

Next we show that u”"! = u” ;. Recall that
2

i+i T it
At n+i n+i 1 nti nt i
+1 _
UZF% = u?+% T Ax (f(ui+12) — f(u 2)) + Ms(ui fuyy’)

where the source term is discretized using the formula

0
S(um—% uﬁ+%) = At Az (he)?+%+(h9)jﬂ% Zit1—2i
7 » 1 q 5 (— Az )
0

In the steady state case (4) we have 0 = constant and u} = 0 (zero veloc-
ity), and from the first part of theorem (1) just established above, we have

h 0
u?Jr% = uy, thus we obtain u = | 0 [ and f(u) = | 1gn%¢ |, therefore the
ho 0

discretized flux comes
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0 0

7’1-%-l n+i n+i n—&-l nti n+i
flu?) = | Tg(h 1 2)%0;, 7 |, and f(u; ?) = | 1g(h; %)%, ">
0 0
leading to:
0 0
At 1 1 1 1
n+l _ ..n n+sz n+3 n+3 n+3
Wil =Wl = A, 59(hi? )20, | — | s9(h 2)%0;
0 0
0
At (b)) R
—|— g 7 5 141 (_ Hzx z)
0
Performing basic algebra operations, and taking into account that 6 /2
9?:11/ ? — 97 = constant, we obtain
0
n At ntl ntl ntd ntd
uzjél = u?+% - EQ? %g(hiﬂz +hy ?) [(higi® + 2ziga) — (B 7+ 2)

0

1
But since u,  ? = u? and A + z; = H = constant for all ¢, then (Al 4+ z;) —

ntd Y
(R + zi41) = 0. Therefore, (h; Try zi) — (hZ:f +2i41) = (B} 4+ 2) — (R} +

zip1) = 0, leading to u”™{ = u” , which means that if the steady state re-

i+2 z+2
quirement was satisfied at time ¢ on the dual cells, it will remain as such at

time "1, W

Proof of theorem 2

To show that the steady state (4) is maintained at time t"™! provided it
was maintained at time t" we will proceed component wise and show that
utt = u?, for all i. Below we will present the proof for the h component
and the prove can be easily generalized the the A component. We note that
in the steady state case (4) the hu component doesn’t change in time because
u = 0 and because of the well-balanced discretization.

We use the surface gradient method for both the forward and backward pro-
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jection step; for the forward projection we have

()31 = 5 ((hO)} + (W) ) + = [(HO)EY = (hO)E [ (43)
We discretize the derivatives of hf using the product rule and with the aid of
the water level function H' = h + z; as follows

(RO = (kY87 W67 = |y = S g .

Substituting in equation (43) one obtains (while taking into account that
H = H = constant and 6! is constant for all 7)

n 1 n n 1 Zi + 21 n
(h0)is1/2 = {2 (hi + hi+1) 5 |Fir2 T TJF 0; (44)

Similarly, for the backward projection step we apply the surface gradient

method and one obtains (while taking into account that 9?11/22 is constant

and ﬁﬁ:&l/; = h?jll/; + Ziy1/2 is constant for all 7)

1 1
() = |5 (s + L) = ¢ (=i = 2io0) + i — 2] 87 (49)

Substituting equation (44) in (45) we obtain (h8)?*! = (h6)?. The proof for
hitt = hP is performed in a similar way. Therefore we conclude that if the
steady state (4) was satisfied at time ", then it will remain as such at the
next time t"*1. W

Proof of theorem 3

The proof of theorem 3 follows the same strategy as the one of theorem 1.
We assume that uf; satisfies the steady state (4) and we show first that

n+1/2 5 n+1
u; ;" =ug; and the wlh , .\ 5.

When the steady state case (4) is satisfied at time ¢™ at the discrete level, the
Ripa system reduces to

h 0 0 0

0 Loh2e 0 he (—28z
Oy +o,| % + 9, — |7 (~5:)

0 0 1gh?0 ght (—g—z)

ho 0 0 0
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The predicted solution at time t"t1/2 is calculated using a Taylor expansion
in time and the balance law as follows

ntd At (fac)z‘,j (gy)w n
w;C =u;+ 9 ( Az Ay R (46)

where S7'; is the discretized source term obtained with the aid of sensor func-
tions. If the partial derivatives of the flux functions are approximated using
backward differences, then the sensor functions take the values oo = —1 and
= —1. Using the product rule and taking into account that 6'; is constant,
the numerical partial derivatives of k26 required in equation (46) become

h. — hl
2 no_ n 5] i—1,5
(h20).]7, =2(h0);,0 (Am )
hl. —h?.
2 no_ n ,j—1
(h20), |7, =2(h0)},© (Ay )

The source term is then discretized according to f, and g, as follows

S =0
sn = Sy = —g(h0)7; 0=
’ Sy = —g(hf)7,© 21201
Sy =0

where 1 < © < 2 is the parameter of the MC-© limiter.

Substituting in (46) and performing elementary algebra operations, we obtain

,J = ,J 2

At | —g(h0) 22 [(hiy + zi5) — (hic1 + zio14)]
1,J
2 —g(hd)2; & [(hij + 215) — (hijo1 + 2ij-1)]
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And since h; j+2;; =

1
H = constant for all (x;, y,), then we obtain u; n
Similar proofs can be done to show that

ij o = Wige
n+
u, 2
the sensor functions o; and ¢;. B

= ugfj for the other values of

Next we show to show that u”*!

it3.0ts uz+2,g+2
The solution at time t"*! on the dual cells D, /2,j+1/2 is obtained using equa-
tion (26) as follows

Wy = Wbt )
At n+1i n+3 n+3
" 2Az [ z+1,y + f (Uit J+1> f(um- ) - f<uivj+21>
A n+i
{ ”H +9( z+1?j+1)

_|_

nt+i n+i
- g(ui,j ) = g(us )]

i+1,5
n+; 1 n-‘r nti nti
S (u ,u g 2
AxAy

i 5 Wi Wit 41

(48)

were the integral of the source term is approximated with second-order of
accuracy as follows

1 1 1
g (u’?f 3 T3 _nt3
7

n+2
g o Wity Wi, U z+1,J+1)—

0 0 _
A.%Ay —g (he)iJrl,]é'i‘(he)i,j ZiJrl’Aj;Zi’j . —g (h9)1+1,j+12+(h9)i,j+1 Zit1 j+A1x Zij+1
2 _(h0)ijy1+(h0)i g zijr1—2i o (h0)iv 1,41+ (Rh0)it1,5 Zit1,i41—Zit1,
g P Ay g 2 Ay
L O 0 -
To show that u”jl 41 = =u j+10 We shall proceed component wise. Since
2’ 2’
satisfies the steady state (4), then
h 0 0 0
0 1gn%0 0 ho (-2
u= 7f: 29 y § = ;andS: I (833)
0 0 sgh*0 ght (—g—;)
ho 0 0 0
el
and we also have from part 1 of theorem 3 u e

J— n
= U

e The fluxes and the source term that correspond to the h component are
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zeros, then the h component is updated in equation (47) as follows

hn+1 = h" )
i+3.0+3l2 i+3.0+52

e The hu component is updated using equation (47)

(hu)?—:rj,]—&- (hu>1+2,J+2
At 2 7L+2 2 n+% 2 n+% 9 n+%
YN Kh 0)i+1,j N (h Q)i,j T (h 6)i+1,j+1 N (h Q)i,jﬂ
n+2 n+2
n At | (RO); 4% 4 (h0); ;% zip1j — 2ij
2 2 Ax
n+3 n+3
" At _g(h9>z’+1,j+1 + (h8); 41 Ziv1ji1 — 2ign (49)
2 2 Az

Taking into account that 6, = constant, hj'; + 2;; = H = constant, and

n+3 n+1
u, ; * = u}; for all i, j, then (49) reduces to (hu); il g+l = (hu)?, 1 Ll
e Similarly we can show that (hv)”:l . (hv)H el

e The fluxes and source term that correspond to the h9 component are zeros,
then A6 is updated as follows

(hO)s 5 0 = (hO)}

'L+2 ]+ 7’+27.7+2

Th ncl h o =u", , forallij. W
us we conclude that ui+%7j+% uz+%7j+% or all 7,7

Proof of theorem 4

Now we want to show that the equality u”+1 u;; holds for all ¢, j whenever
the steady state 4 is satisfied at the dlscrete level at time ¢". We shall proceed
componentwise; we note that the equalities hu”+1 = hu}'; and hvf;fl = hv;
are immediate from theorem 3 since we have u"i,j = v;’; = 0 for all 4, j. We
start by showing the equality h”+1 = h}';; we recall that for both the first and
fourth components of u};, the forward projection step (27) is performed using
the surface gradient method as follows
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n 1 n n n n
it = 1 (B2 Bay o+ By + Bl )

Z. . +z..01 .,1 zZ.1 . 1+2. 1 .,1
Ax l+%d*%2 i+3.0+5 g *72 i—5,J+5
+— | H". . —
16 | Az
Az FirdardTEiedaed  RiodaedTRolaed
2 2
+ = H -
16 | et Az
Az TP A N e S e
n 2 2
o Hx|i+17j o A
16 x
Ax g+ R g3 Fardard TR ded
=11 g~ . _ 2 2
1 1
16 | ittt Az
z +z. 1 z 1+2 1
Ay 1—773-&-%2 z+%,J+§ . 1—5,1—72 it5.0-5
+—= | H iq—
16 yli.j Ay
Ay 1+2,]+%+Zi+§7]+% . 1+%7]—%+Zl+%,j—%
n _ 2 2
+ 16 Hy|i+17j Ay
Ay Ziolg+3 TPl AdurdTAelavd
——2 | HY. ., — 2 2
1
16 yli,j+ Ay
Ay i+do+3 5848 Fardard THrdaed
- H{f\m J+1 : : (50)
16 ’ Ay

Since at time " the steady state constraint (H}'; = h}; + z;; = constant) is
maintained, then all numerical partial derivatives of H}'; in equation (50) are
zero. Furthermore, equation (35) leads to

(%’%,j—% + Zi+§,j+§> - (Zif%,jfé + 2L j1)
= 2 ((ZH%,jf% + Zz’+%,j+%) - 22@]’)
(Zi—f—%,j—&—% + Zz‘+§,j+%) - (zi—%,ﬁr% T ZiL+3
=2 ((Zi+%,j+§ + Zz‘-i—%,j—f—%) - 22i,j+1>
(Zi+%,jf% + Zi+%,j+%) - (’ZH%J*% T 2l
= 2 (22i+17j - (Zi+%,j—% + Zi+%,j+%)>
(zi—i-%,j—&-% + Zi+g,j+g) - (Zz'+§,j+% + Z¢+§,j+g)
=2 (22z'+1,j+1 —(Ziy 41+ Zi+§,j+g))
(51)
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and similarly we have the following equations

2 2

= 2 ((Zi—l,j-‘r% + Zi—i-l,j-‘r%) - 22@)]’)

= 2 ((Zz‘—i-%,j—l—% + Zz‘+§,j+§) - 22i+1,j)

g+ 2 ges) — (Fiopge T A gel)

=2 (QZi,jH = (Zip 401+ Zi+%7j+§))

(Zi+%,j+% + Z¢+§,j+g) - (Zi+%,j+% + Zi+%,j+%)

=2 (22i+1,j+1 — (Zig ey + Z¢+g,j+§))
(52)

Substituting the identities we obtain

h

n
i+3.0+

NI

1 =

n n n n
ij T hiv; + hija + hz‘+1,j+1)

(Zi+%,jf% + Zz’+%,j+%) - 22@1’)

(Zi—&-%,j-i-% + Z¢+§,j+g) - 2zi7j+1>

+

22415 — (Zi+%,j—% + Zz’+§,j+%))

+

2zit1501 — (Zip1 41 + Zi+%,j+%))

(Ziy1 i3 T Zi+%d+%) - QZHU)

_1_

2%ij41 = (Zio1 401+ zi—f—%,j-&-%))

_|_
Bl el e oo

(
(
(
(
(Gimgrg + Zipget) = 2515)
(
(
(

2Zit1541 — (Zi+§,j+§ + zi+%,j+%))

which simplifies leading to

37



n 1 n
hivigey = 4 (h g+ i+ R J+1)
1
+1 (zij + Zijr1 + zig1j + Zit1,41)
1
_§(4zz+2 gt il gys F 2
tZ 1l t Zi+%,j+%) (53)

Similarly, for the back-projection step, we follow the surface gradient method
and discretize the water height in terms of the water level H™' i /2 172

n+1 ~
W12, 541/2 + Zit1/2,5+1/2 as follows.

1
et = (B bR

27] 2 +2’ -3 1_7 7‘+2’J+
Az [ Zlf%rﬁ% T R T i T
n+1 2 2
+ (Hm>l_, _1
16 J Ax
A ZicdavyTEadaed FBardtRiolied
il TS _ 2 2
+ ( m)i_ +
16 2773 Ax
Azr ) i+yi-TFirga-g  Fi-pi-4ie-4
n-+ 2 2
- (H‘T)i-‘r
16 207 Ax
A Zirdard T gy Pl TRl el
e ()" | 2 2
16 it5dts Ax
Ay [~ Gimgi-dti-davd  Fimga-3thi-da-3
n+1 2 2
+ (Hy)Z j -
16 3 Ay
A itda-3 P dard  Ferba-§ e da-d
—|—7y (ﬁ L 2 2
16 Vitgi—3 Ay
A ~ Gimyary gy Piba-3tiogad
2y (H)" ., - 2 2
16 Vieg.its Ay
A ivd o TRl s Fda-d TRl el
T LD : : (54)
16 it3dts Ay
Note that when H; ; = hl'. + z; ; = H = constant, then HYL = prtl 4
5] 1,7 3J
’ N i+5.] J[g i+3.+3
~ i . n+1 _ n+1 _
Zit1j+1 = H remains constant and therefore (Hx)i+%7j+% = (H, )Z+ ot =0

equation (54) becomes.
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1

32 [(ZP%’J*% + Z”%J*%) B (Z%*Q,J*% T+ Q,J*%ﬂ
1

_372 [(Zi—%d-i-% + Zi—&-%,j—i—%) - (Zi—%j.,_% + Zi—%,j—i—%)}
1

+372 [(ZH- -3 1+ ZH_2’]_7) — (Zi—%,j—% —+ ZH—%,]’—%)}
1 ]

—|—3*2 (Zz+2 jel T Z,+'2,j+2) <Zz—§,3+l + zl+%7]+%)
Iy i

_372 _<Zi—§d—% + Zz—%,]+%) - (Zi—%d_% + Z’L—gd—%)_
1 ]

_372 _(Zz+ljfl+zl+%,j+%) (Zz+%,]73 +21+%,j7%)
1 ]
1

1
39 CEVEETNIRE L NyEe N
~ag [ttt abed T Ao T A dge]

Taking into account that
1

zi,jzz[zl_ﬂ_f—i—z _%—I—zi 141 +zz+27]+2}
G = 7 [ gumd 2oy gt + Ao

1
Fili T g I:Zi+%7j*% T 24351 T 2l el T Zz+2,y+2}
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1
Zi,j—l = 1 [Zi—%,j—% + Zz'—l

1
SCARI [Zi—%7j+§ T riiged T ALl T Zi-i—%d—i—%]
Thus we obtain

PR N PN

1
n+l H = 3 z =+ z
hig =H - 4 <Z : Zitlj Fimggty T Gt gt )

-1 - 1 1 1
Z727]7§ 57]75

+ (zi—l,j + ZH—LJ' + Zi,j—l + Zi,j+1 — 421‘,]') (56)

1
8

On the other hand we know form equation (40) that

1
Ziv1/2541/2 = ] (4Zi+§,j+% BRI WHE R p T S R 7S WS T Zz+%,3+§)
~ 1
Zi—1/2,j—1/2 = 3 <4Zi_%,j_; + Zio L+l + ZiLj-3 + 23 -1 + ZZ+%J-_%>
- 1
Zi—1/2,j+1/2 = g (4Zif%,j+% + zzf%,j#% + 21727371 + Zl*%,j+l + Zz+l,j+%)
~ 1
Zit1/25-1/27 g (420 ot F g ges ¥ riagos ¥ atgos T anat)

Ziclj-t T id-4 T AL

g [422"]'_1 + 42:1'_173' + 427;73'4_1 + 421'4_1,]' + 1621'73'] (57)

Substituting, we obtain

Wt =H (58)
11
_ié [427;73'_1 + 421'_1,]' + 4Zi,j+1 + 421'4_17]' + 1622',]']
+§(zi,j—1 + zic1j + Ziga + Zivg — 42i)

Note that the proof of (h8)}F' = (hO)}; follows exactly the same steps as

above since in the steady state 4 we have 6}'; =constant for all 4, j.
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