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Abstract

In this paper, we first apply the viscosity-flux approximation method
coupled with the maximum principle to obtain the a-priori L∞ estimates
for the approximation solutions of the polytropic gas dynamics system with
a class of unbounded sources. The key idea is to employ suitable bounded
functions B(x, t), C(x, t) to control these unbounded source terms. Second,
we prove the pointwise convergence of the approximation solutions by using
the compactness framework from the compensated compactness theory and
obtain the global existence of entropy solutions for any adiabatic exponent
γ > 1.
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1 Introduction

In this paper we studied the global entropy solutions for the Cauchy problem of

the following inhomogeneous system of polytropic gas dynamics
ρt + (ρu)x = 0,

(ρu)t + (ρu2 + P (ρ))x + α(x, t, ρ, u) = 0
(1.1)

∗the corresponding author
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with bounded measurable initial data

(ρ(x, 0), u(x, 0)) = (ρ0(x), u0(x)), ρ0(x) ≥ 0, (1.2)

where ρ is the density of gas, u the velocity, P = 1
γ
ργ, γ > 1, the pressure and

the nonlinear function α(x, t, ρ, u) denotes the source.

System (1.1) has different physical backgrounds [Wh]. When α(x, t, ρ, u) is

a linear function of ρu, α(x, t, ρ, u) = a(x, t)ρu, there are many results concern-

ing the influence of damping, corresponding to the case of a(x, t) ≥ 0, on global

existence and singularity formation [Le, SS, KL, KM, Sl]. When α(x, t, ρ, u) =

−ρE(x, t) + a(x)ρu, System (1.1) is corresponding to the one-dimensional hy-

drodynamic model for semiconductors ((cf. [DM, LY, MN1, HLYY] and the

references cited therein). More results on inhomogeneous hyperbolic systems can

be found in [CHY, CHHQ, IT, FY, CG, EGM, GL, GMP, MN2, Ga, GK, Jo, JR,

LNX, MM, PRV, TW, Zh1, Zh2].

In this paper, we restrict our attention on the following unbounded source

functions

α(x, t, ρ, u) = a(x, t)|ρu|, |a(x, t)| ≤M + T (t) +X(x), (1.3)

where 0 ≤ T (t) ∈ C(R+) ∩ L1(R+), 0 ≤ X(x) ∈ L1(R) ∩ L∞(R) and M ≥ 0 is a

constant.

In general, the classical solution of the Cauchy problem for nonlinear hyper-

bolic system (1.1) exists only locally in time even if the initial data (1.2) are small

and smooth. This means that shock waves always appear in the solution for a

suitable large time. Since the solution is discontinuous and does not satisfy the

given partial differential equations in (1.1) in the classical sense, we have to study

the generalized solutions, or functions which satisfy the equations in the sense of

distributions.

To study the generalized solutions of the Cauchy problem (1.1) and (1.2), the

standard steps of the classical vanishing viscosity method are first to study the

approximate solutions (ρε(x, t), uε(x, t)), by adding the small perturbation ε > 0

to the right-hand side of (1.1), of the following parabolic system
ρt + (ρu)x = ερxx,

(ρu)t + (ρu2 + P (ρ))x + α(x, t, ρ, u) = ε(ρu)xx,
(1.4)

and then to consider the convergence of (ρε(x, t), uε(x, t)) as ε goes to zero.

If we consider the momentum m = ρu in (1.4) as an independent variable,

a basic technical difficulty is to obtain the positive, lower estimate of ρε since

ρu2 = m2

ρ
is singular when ρ = 0. Moreover, as introduced in [LPS], when we
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study the convergence of (ρε(x, t), uε(x, t)), as ε goes to zero, by applying the

theory of the compensated compactness, an essential step is to prove that

η(ρε,mε)t + q(ρε,mε)x are compact in H−1loc (R×R+), (1.5)

where (η(ρ,m), q(ρ,m)) is a pair of the weak entropy-entropy flux of (1.1), with

respect to the viscosity solutions (ρε,mε).

For the polytropic gas P = 1
γ
ργ and the adiabatic exponent γ ∈ (1, 2], the

proof of (1.5) is easy because (1.1) has a strictly convex entropy-entropy flux pair

(η, q) =
(m2

2ρ
+

1

γ(γ − 1)
ργ,

m3

2ρ2
+

1

γ − 1
ργ−1m

)
. (1.6)

However, when γ > 2, even if we have a positive lower bound ρε(x, t) ≥ c(t, c0, ε) >

0, as we proved in Theorem 1.0.2 in [Lu3], the proof of (1.5) is still very difficult,

where c(t, c0, ε) could tend to zero as the time t tends to infinity or ε tends to

zero.

To overcome the above difficulty, the authors in [LPS] introduced the viscous

periodic solutions with respect to the spatial variable x to derive the auxiliary

estimate (see (I.53) in [LPS]),∫ ∫
K1

ε2(ρx)
2dxdt ≤ Cδ2 (1.7)

and to obtain the proof of (1.5).

However, for the parabolic system (1.4) with the source α(x, t, ρ, u), the

method in [LPS] is not valid because we meet a new difficulty how to obtain

the periodic solutions with respect to the spatial variable x.

In this paper, we will adopt the flux approximation method given in [Lu1, Lu2]

and study the approximation solutions (ρε,δ,µ, uε,δ,µ) of the following parabolic

systems 
ρt + ((ρ− 2δ)u)x = ερxx

(ρu)t + (ρu2 − δu2 + P1(ρ, δ))x + aµ(x, t)|ρu| = ε(ρu)xx

(1.8)

with initial data

(ρε,δ,µ(x, 0), uε,δ,µ(x, 0)) = (ρ0(x) + 2δ, u0(x)), (1.9)

where δ > 0 denotes a regular perturbation constant, ε > 0 is the viscosity

coefficient, the perturbation pressure

P1(ρ, δ) =
∫ ρ

2δ

t− 2δ

t
P ′(t)dt, (1.10)
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and

aµ(x, t) =
∫ ∞
−∞

a(y, t)Jµ(x− y)dy (1.11)

for a suitable mollifier Jµ, which satisfies

|aµ(x, t)| ≤M + T (t) +
∫ ∞
−∞
|X(y)|Jµ(x− y)dy. (1.12)

An obvious advantage, of this kind of approximations added on the fluxes, is that

we may obtain directly the uniformly, positive bound

ρε,δ,µ ≥ 2δ > 0, (1.13)

if we apply the maximum principle to the first equation in (1.8), which guran-

tees the existence of the approximation solutions (ρε,δ,µ, uε,δ,µ). Moreover, both

systems (1.1) and (1.8) have the same Riemann invariants and the entropy equa-

tion. With the help of these special behaviors of system (1.8), we may obtain the

uniform L∞ estimates of (ρε,δ,µ, uε,δ,µ) as well as the H−1loc (R × R+) compactness

in (1.5) for any adiabatic exponent γ > 1.

It is worthwhile to point out that, the same problem with a different source

a(x, t)ρ was studied in [Ts, HLT].

Precisely, we have the following

Theorem 1 I. Suppose α(x, t) is measurable and satisfies (1.3), where 0 ≤
T (t) ∈ C(R+) ∩ L1(R+), 0 ≤ X(x) ∈ L1(−∞,+∞), and the initial data sat-

isfy

z(ρ0(x), u0(x)) ≤ el1 − |X(x)|L1(−∞,+∞), w(ρ0(x), u0(x)) ≤ el1 , (1.14)

where

z(ρ, u) =
∫ ρ

c

√
P ′(s)

s
ds− u, w(ρ, u) =

∫ ρ

c

√
P ′(s)

s
ds+ u (1.15)

are the Riemann invariants of (1.1), c, l1 > 0 are two constants. Then, for fixed

ε, δ, µ, the Cauchy problem (1.8) and (1.9) has a global solution (ρε,δ,µ, uε,δ,µ)

satisfying

z(ρε,δ,µ, uε,δ,µ) ≤ el1+l2
∫ t
0
M+T (τ)dτ − l3

∫ x
−∞Xµ(τ)dτ ≤ el1+l2

∫ t
0
M+T (τ)dτ ,

w(ρε,δ,µ, uε,δ,µ) ≤ el1+l2
∫ t
0
M+T (τ)dτ + l3

∫ x
−∞Xµ(τ)dτ

≤ el1+l2
∫ t
0
M+T (τ)dτ + l3

∫+∞
−∞ X(τ)dτ,

(1.16)

where l2, l3 are two suitable positive constants and

Xµ(x) =
∫ ∞
−∞

X(y)Jµ(x− y)dy. (1.17)
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II. There exists a subsequence of (ρε,δ,µ(x, t), uε,δ,µ(x, t)), which converges point-

wisely to a pair of bounded functions (ρ(x, t), u(x, t)) as ε, δ, µ tend to zero, and

the limit is a weak entropy solution of the Cauchy problem (1.1)-(1.2)

Definition 1 A pair of bounded functions (ρ(x, t), u(x, t)) is called a weak en-

tropy solution of the Cauchy problem (1.1)-(1.2) if

∫∞
0

∫∞
−∞ ρφt + (ρu)φxφdxdt+

∫∞
−∞ ρ0(x)φ(x, 0)dx = 0,

∫∞
0

∫∞
−∞ ρuφt + (ρu2 + P (ρ))φx − α(x, t, ρ, u)φdxdt

+
∫∞
−∞ ρ0(x)u0(x)φ(x, 0)dx = 0

(1.18)

holds for all test function φ ∈ C1
0(R×R+) and∫ ∞

0

∫ ∞
−∞

η(ρ,m)φt + q(ρ,m)φx − α(x, t, ρ, u)η(ρ,m)mφdxdt ≥ 0 (1.19)

holds for any non-negative test function φ ∈ C∞0 (R×R+−{t = 0}), where m = ρu

and (η, q) is a pair of convex entropy-entropy flux of system (1.1).

Remark 2. If the nonlinear function α(x, t, ρ, u) is of the C1 space with respect

to the variables, then, without any difficulty, we may prove that Theorem 1 is

also true for any α(x, t, ρ, u) satisfying

|α(x, t, ρ, u)| ≤ |a(x, t)ρu|, |a(x, t)| ≤M + T (t) +X(x), (1.20)

where M is a nonnegative constant, 0 ≤ T (t) ∈ C(R+) ∩ L1(R+), 0 ≤ X(x) ∈
C(R) ∩ L1(R).

Remark 3. When the conditions (1.3) or (1.20) are changed to

α(x, t, ρ, u) = a(x, t)|ρu|, |a(x, t)| ≤ T (t) +X(x), (1.21)

although the function a(x, t) could be unbounded, we may deduce a uniformly

bounded estimate of solutions with respect to the time. This yields the stability of

the solution and is the basis for us to study the asymptotic behavior of solutions

when the time goes to infinity.

2 Proof of Theorem 1.

We multiply (1.8) by (∂w
∂ρ
, ∂w
∂m

) and (∂z
∂ρ
, ∂z
∂m

), respectively, to obtain

zt + λδ1zx

= εzxx + 2ε
ρ
ρxzx − ε

2ρ2
√
P ′(ρ)

(2P ′ + ρP ′′)ρ2x − fµ(x, t)u
(2.1)
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and
wt + λδ2wx

= εwxx + 2ε
ρ
ρxwx − ε

2ρ2
√
P ′(ρ)

(2P ′ + ρP ′′)ρ2x + fµ(x, t)u
(2.2)

where fµ(x, t) = −aµ(x, t)sgn(u),

λδ1 =
m

ρ
− ρ− 2δ

ρ

√
P ′(ρ), λδ2 =

m

ρ
+
ρ− 2δ

ρ

√
P ′(ρ) (2.3)

are two eigenvalues of (1.8), m = ρu denotes the momentum and (w, z) is given

by (1.15).

Letting z = B(x, t) + v, for a suitable function B(x, t) in (2.1), we have

vt +Bt + (u− ρ−2δ
ρ

√
P ′(ρ))vx −Bx(B(x, t) + v −

∫ ρ
c

√
P ′(ρ)

ρ
dρ)−Bx

ρ−2δ
ρ

√
P ′(ρ)

= εvxx − ε

2ρ2
√
P ′(ρ)

(2P ′ + ρP ′′)[ρ2x −
4ρ
√
P ′(ρ)

2P ′+ρP ′′
ρxBx + (

2ρ
√
P ′(ρ)

2P ′+ρP ′′
Bx)

2]

+εBxx + 2ε
ρ
ρxvx +

2ε
√
P ′(ρ)

2P ′+ρP ′′
B2
x − fµ(x, t)u

(2.4)

or

vt +Bt + a(x, t)vx + b(x, t)v + [−2ε
√
P ′(ρ)

2P ′+ρP ′′
B2
x − εBxx − ε1B(x, t)Bx]

+(
∫ ρ
c

√
P ′(ρ)

ρ
dρ− ρ−2δ

ρ

√
P ′(ρ))Bx − (1− ε1)B(x, t)Bx + fµ(x, t)u ≤ εvxx,

(2.5)

where ε1 > 0 is a suitable small constant, a(x, t) = u − ρ−2δ
ρ

√
P ′(ρ) − 2ε

ρ
ρx and

b(x, t) = −Bx.

Similarly, if letting w = C(x, t) + s in (2.2), we have

st + Ct + c(x, t)sx + d(x, t)s+ [−2ε
√
P ′(ρ)

2P ′+ρP ′′
C2
x − εCxx + ε1C(x, t)Cx]

+Cx(
ρ−2δ
ρ

√
P ′(ρ)−

∫ ρ
c

√
P ′(ρ)

ρ
dρ) + (1− ε1)C(x, t)Cx − fµ(x, t)u ≤ εsxx,

(2.6)

where c(x, t) = u+ ρ−2δ
ρ

√
P ′(ρ)− 2ε

ρ
ρx and d(x, t) = Cx.

Using the first equation in (1.8), we have the a priori estimate ρ ≥ 2δ. Let

B(x, t) = el1+l2
∫ t
0
M+T (τ)dτ − l3

∫ x

−∞
Xµ(τ)dτ, (2.7)

C(x, t) = el1+l2
∫ t
0
M+T (τ)dτ + l3

∫ x

−∞
Xµ(τ)dτ, (2.8)

where li, i = 1, 2, 3 are suitable positive constants, Xµ(x) is given by (1.17). Since

|Xµ(x)|∞ and µ|X ′µ(x)|∞ are uniformly bounded, |Xµ(x)|L1(R) = |X(x)|L1(R) and

2ε
√
P ′(ρ)

2P ′ + ρP ′′
=

2ε

γ + 1
ρ−

γ−1
2 ≥ 2ε

γ + 1
(2δ)−

γ−1
2 , Bx = −l3Xµ(x), Bxx = −l3X ′µ(x),
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we can choose ε = o(δ) and suitable relation among ε, ε1 and µ such that the

following three terms on the left-hand side of (2.5) and (2.6)

−
2ε
√
P ′(ρ)

2P ′ + ρP ′′
B2
x − εBxx − ε1B(x, t)Bx > 0 (2.9)

and

−
2ε
√
P ′(ρ)

2P ′ + ρP ′′
C2
x − εCxx + ε1C(x, t)Cx > 0. (2.10)

Furthermore, we may obtain the following lemma from (2.5) and (2.6)

Lemma 2 
vt + a(x, t)vx + b1(x, t)v + b2(x, t)s ≤ εvxx,

st + c(x, t)sx + d1(x, t)s+ d2(x, t)v ≤ εsxx,
(2.11)

where 

b1(x, t) = b(x, t)− fµ − 1
2
(M + T (t) +Xµ(x)),

b2(x, t) = −1
2
(M + T (t) +Xµ(x)) ≤ 0,

d1(x, t) = d(x, t) + fµ − 1
2
(M + T (t) +Xµ(x)),

d2(x, t) = −1
2
(M + T (t) +Xµ(x)) ≤ 0

(2.12)

when γ > 3, and

b1(x, t) = b(x, t)− fµ − (1
2
(M + T (t) +Xµ(x)) + 3−γ

4
l3Xµ(x)),

b2(x, t) = −(1
2
(M + T (t) +Xµ(x)) + 3−γ

4
l3Xµ(x)) ≤ 0,

d1(x, t) = d(x, t) + fµ − (1
2
(M + T (t) +Xµ(x)) + 3−γ

4
l3Xµ(x)),

d2(x, t) = −(1
2
(M + T (t) +Xµ(x)) + 3−γ

4
l3Xµ(x)) ≤ 0

(2.13)

when 1 < γ ≤ 3.

Proof of Lemma 2. First, if γ > 3, we choose c = 2δ in (1.15),(2.5) and (2.6).

Since ∫ ρ

2δ

√
P ′(ρ)

ρ
dρ =

∫ ρ

2δ
ρ
γ−3
2 dρ ≤ ρ

γ−3
2

∫ ρ

2δ
1dρ =

ρ− 2δ

ρ

√
P ′(ρ),
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the following terms in (2.5)

L1v = Bt + (
∫ ρ
2δ

√
P ′(ρ)

ρ
dρ− ρ−2δ

ρ

√
P ′(ρ))Bx − (1− ε1)B(x, t)Bx + fµ(x, t)u

≥ l2(M + T (t))el1+l2
∫ t
0
M+T (τ)dτ + fµ(x, t)(

∫ ρ
2δ

√
P ′(ρ)

ρ
dρ−B(x, t)− v)

+(1− ε1)l3(el1+l2
∫ t
0
M+T (τ)dτ − l3

∫ x
−∞Xµ(τ)dτ)Xµ(x)

≥ l2(M + T (t))el1+l2
∫ t
0
M+T (τ)dτ − fµ(x, t)v + (1− ε1)l3Xµ(x)el1+l2

∫ t
0
M+T (τ)dτ

−(1− ε1)l23Xµ(x)
∫ x
−∞Xµ(τ)dτ − (M + T (t) +Xµ(x))(

∫ ρ
2δ

√
P ′(ρ)

ρ
dρ+B(x, t))

(2.14)

due to |fµ(x, t)| ≤M + T (t) +Xµ(x).

Since

∫ ρ

2δ

√
P ′(ρ)

ρ
dρ =

1

2
(w + z) =

1

2
(v + s) + el1+l2

∫ t
0
M+T (τ)dτ , (2.15)

we have from (2.14) that

L1v = −fµ(x, t)v − 1
2
(v + s)(M + T (t) +Xµ(x))

+l2(M + T (t))el1+l2
∫ t
0
M+T (τ)dτ + (1− ε1)l3Xµ(x, t)el1+l2

∫ t
0
M+T (τ)dτ

−(1− ε1)l23Xµ(x)
∫ x
−∞Xµ(τ)dτ − 2(M + T (t) +Xµ(x))el1+l2

∫ t
0
M+T (τ)dτ

+l3(M + T (t) +Xµ(x))
∫ x
−∞Xµ(τ)dτ

≥ −fµ(x, t)v − 1
2
(v + s)(M + T (t) +Xµ(x))

+(l2 − 2)(M + T (t))el1+l2
∫ t
0
M+T (τ)dτ + (1− ε1)l3(12e

l1 − l3|Xµ(x)|L1)Xµ(x)

+(1
2
(1− ε1)l3 − 2)Xµ(x)el1+l2

∫ t
0
M+T (τ)dτ

≥ −fµ(x, t)v − 1
2
(v + s)(M + T (t) +Xµ(x))

(2.16)

if we choose l2 ≥ 2, l3 > 4 and el1 ≥ 2l3|Xµ(x)|L1 .
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Similarly, the following terms in (2.6)

L1s = Ct + (ρ−2δ
ρ

√
P ′(ρ)−

∫ ρ
2δ

√
P ′(ρ)

ρ
dρ)Cx + (1− ε1)C(x, t)Cx − fµ(x, t)u

≥ l2(M + T (t))el1+l2
∫ t
0
M+T (τ)dτ + fµ(x, t)(s+ C(x, t)−

∫ ρ
2δ

√
P ′(ρ)

ρ
dρ)

+(1− ε1)l3(el1+l2
∫ t
0
M+T (τ)dτ + l3

∫ x
−∞Xµ(τ)dτ)Xµ(x)

≥ l2(M + T (t))el1+l2
∫ t
0
M+T (τ)dτ + fµ(x, t)s+ (1− ε1)l3Xµ(x)el1+l2

∫ t
0
M+T (τ)dτ

+(1− ε1)l23Xµ(x)
∫ x
−∞Xµ(τ)dτ − (M + T (t) +Xµ(x))(

∫ ρ
2δ

√
P ′(ρ)

ρ
dρ+ C(x, t))

= fµ(x, t)s− 1
2
(v + s)(M + T (t) +Xµ(x))

+l2(M + T (t))el1+l2
∫ t
0
M+T (τ)dτ + (1− ε1)l3Xµ(x)el1+l2

∫ t
0
M+T (τ)dτ

+(1− ε1)l23Xµ(x)
∫ x
−∞Xµ(τ)dτ − 2(M + T (t) +Xµ(x))el1+l2

∫ t
0
M+T (τ)dτ

−l3(M + T (t) +Xµ(x))
∫ x
−∞Xµ(τ)dτ

≥ fµ(x, t)s− 1
2
(v + s)(M + T (t) +Xµ(x))

+(l2 − 2)(M + T (t))el1+l2
∫ t
0
M+T (τ)dτ − l3(M + T (t))

∫ x
−∞Xµ(τ)dτ

+((1− ε1)l3 − 1)l3Xµ(x)
∫ x
−∞Xµ(τ)dτ

+((1− ε1)l3 − 2)Xµ(x)el1+l2
∫ t
0
M+T (τ)dτ

≥ fµ(x, t)s− 1
2
(v + s)(M + T (t) +Xµ(x))

(2.17)

if we choose l3 > 2 and (l2 − 2)el1 ≥ l3|Xµ(x)|L1 .

So, we may choose l2 = 3, l3 = 5, el1 ≥ 10|Xµ(x)|L1 such that both (2.16) and

(2.17) are true.

If 1 < γ ≤ 3, we let c = 0 in (1.15), (2.5) and (2.6). Then

z(ρ, u) =
1

θ
ρθ − u, w(ρ, u) =

1

θ
ρθ + u (2.18)

and

ρθ =
θ

2
(w + z) =

θ

2
(v + s) + θel1+l2

∫ t
0
M+T (τ)dτ , (2.19)

where θ = γ−1
2

. Moreover,

2δρθ−1 ≤ (2δ)θ, when 1 < γ ≤ 3. (2.20)
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Thus the following terms in (2.5)

L2v = Bt + (
∫ ρ
0

√
P ′(ρ)

ρ
dρ− ρ−2δ

ρ

√
P ′(ρ))Bx − (1− ε1)B(x, t)Bx + fµ(x, t)u

≥ l2(M + T (t))el1+l2
∫ t
0
M+T (τ)dτ + fµ(x, t)(1

θ
ρθ −B(x, t)− v)

+(1− ε1)l3(el1+l2
∫ t
0
M+T (τ)dτ − l3

∫ x
−∞Xµ(τ)dτ)Xµ(x)

−l3Xµ(x)3−γ
γ−1ρ

θ − (2δ)θl3Xµ(x)

≥ l2(M + T (t))el1+l2
∫ t
0
M+T (τ)dτ − fµ(x, t)v − (M + T (t) +Xµ(x))(1

θ
ρθ +B(x, t))

+(1− ε1)l3(el1+l2
∫ t
0
M+T (τ)dτ − l3

∫ x
−∞Xµ(τ)dτ)Xµ(x)

−l3Xµ(x)3−γ
γ−1ρ

θ − (2δ)θl3Xµ(x)

= −fµ(x, t)v − (1
2
(M + T (t) +Xµ(x)) + 3−γ

4
l3Xµ(x))(v + s)

−(M + T (t) +Xµ(x) + 3−γ
2
l3Xµ(x))el1+l2

∫ t
0
M+T (τ)dτ + l2(M + T (t))el1+l2

∫ t
0
M+T (τ)dτ

−(M + T (t) +Xµ(x))el1+l2
∫ t
0
M+T (τ)dτ + (M + T (t) +Xµ(x))l3

∫ x
−∞Xµ(τ)dτ

+(1− ε1)l3Xµ(x)el1+l2
∫ t
0
M+T (τ)dτ

−(1− ε1)l23Xµ(x)
∫ x
−∞Xµ(τ)dτ − (2δ)θl3Xµ(x)

≥ −fµ(x, t)v − (1
2
(M + T (t) +Xµ(x)) + 3−γ

4
l3Xµ(x))(v + s)

+(l2 − 2)(M + T (t))el1+l2
∫ t
0
M+T (τ)dτ + [1

2
(γ−1

2
− ε1)el1 − (1− ε1)l3|Xµ(x)|L1 ]l3Xµ(x)

+[1
2
(γ−1

2
− ε1)l3 − (2 + (2δ)θl3)]Xµ(x)el1+l2

∫ t
0
M+T (τ)dτ

≥ −fµ(x, t)v − (1
2
(M + T (t) +Xµ(x)) + 3−γ

4
l3Xµ(x))(v + s)

(2.21)

if we choose l2 ≥ 2, γ−1
2
l3 > 4 and γ−1

2
el1 ≥ 2l3|Xµ(x)|L1 .
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Similarly, the following terms in (2.6)

L2s = Ct + (ρ−2δ
ρ

√
P ′(ρ)−

∫ ρ
2δ

√
P ′(ρ)

ρ
dρ)Cx + (1− ε1)C(x, t)Cx − fµ(x, t)u

≥ l2(M + T (t))el1+l2
∫ t
0
M+T (τ)dτ + fµ(x, t)(s+ C(x, t)− 1

θ
ρθ)

+(1− ε1)l3(el1+l2
∫ t
0
M+T (τ)dτ + l3

∫ x
−∞Xµ(τ)dτ)Xµ(x)

−l3Xµ(x)3−γ
γ−1ρ

θ − (2δ)θl3Xµ(x)

≥ l2(M + T (t))el1+l2
∫ t
0
M+T (τ)dτ + fµ(x, t)s− (M + T (t) +Xµ(x))(1

θ
ρθ + C(x, t))

+(1− ε1)l3(el1+l2
∫ t
0
M+T (τ)dτ + l3

∫ x
−∞Xµ(τ)dτ)Xµ(x)

−l3Xµ(x)3−γ
γ−1ρ

θ − (2δ)θl3Xµ(x)

= fµ(x, t)s− (1
2
(M + T (t) +Xµ(x)) + 3−γ

4
l3Xµ(x))(v + s)

−(M + T (t) +Xµ(x) + 3−γ
2
l3Xµ(x))el1+l2

∫ t
0
M+T (τ)dτ + l2(M + T (t))el1+l2

∫ t
0
M+T (τ)dτ

−(M + T (t) +Xµ(x))el1+l2
∫ t
0
M+T (τ)dτ − (M + T (t) +Xµ(x))l3

∫ x
−∞Xµ(τ)dτ

+(1− ε1)l3Xµ(x)el1+l2
∫ t
0
M+T (τ)dτ

+(1− ε1)l23Xµ(x)
∫ x
−∞Xµ(τ)dτ − (2δ)θl3Xµ(x)

≥ fµ(x, t)s− (1
2
(M + T (t) +Xµ(x)) + 3−γ

4
l3Xµ(x))(v + s)

+(l2 − 2)(M + T (t))el1+l2
∫ t
0
M+T (τ)dτ − l3(M + T (t))

∫ x
−∞Xµ(τ)dτ

+[(γ−1
2
− ε1)l3 − 2− (2δ)θl3)]Xµ(x)el1+l2

∫ t
0
M+T (τ)dτ

+((1− ε1)l3 − 1)l3Xµ(x)
∫ x
−∞Xµ(τ)dτ

≥ fµ(x, t)s− (1
2
(M + T (t) +Xµ(x)) + 3−γ

4
l3Xµ(x))(v + s)

(2.22)

if we choose γ−1
2
l3 > 2 and (l2 − 2)el1 ≥ l3|Xµ(x)|L1 .

So, we may choose l2 = 3, γ−1
2
l3 > 4, γ−1

2
el1 ≥ 2l3|Xµ(x)|L1 such that both

(2.21) and (2.22) are true.

Therefore, the inequalities in (2.11) are proved. Under the conditions given

in (1.14), it is clear that v(x, 0) ≤ 0, s(x, 0) ≤ 0, so, we may apply the maximum

principle given in the following Lemma 3 to (2.11) to obtain the estimates v(x, t) ≤
0, s(x, t) ≤ 0, and so the estimates in (1.16).
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Lemma 3 If b2(x, t) ≤ 0, d2(x, t) ≤ 0, and v(x, 0) ≤ 0, s(x, 0) ≤ 0 at the time

t = 0, then the maximum principle is true to the functions v(x, t) and s(x, t)

given in the inequalities (2.11), namely, v(x, t) ≤ 0, s(x, t) ≤ 0 for all t > 0.

Proof of Lemma 3: Make a transformation

v = (v̄ +
N(x2 + qLet)

L2
)eβt, s = (s̄+

N(x2 + qLet)

L2
)eβt, (2.23)

where L, q, β are suitable positive constants and N is the upper bound of v, s on

R × [0, T ] (N can be obtained by the local existence). The functions v̄, s̄, as are

easily seen, satisfy the equations

v̄t + a(x, t)v̄x − εv̄xx + (β + b1(x, t))v̄ + b2(x, t)s̄

≤ −(qLet + 2xa(x, t)− 2ε)
N

L2
− (β + b1(x, t) + b2(x, t))

N(x2 + qLet)

L2
,

s̄t + c(x, t)s̄x − εs̄xx + (β + d1(x, t))s̄+ d2(x, t)v̄

≤ −(qLet + 2xa(x, t)− 2ε)
N

L2
− (β + d1(x, t) + d2(x, t))

N(x2 + qLet)

L2
,

(2.24)

resulting from (2.11). Moreover

v̄(x, 0) = v(x, 0)− N(x2 + qL)

L2
< 0, s̄(x, 0) = s(x, 0)− N(x2 + qL)

L2
< 0, (2.25)

v̄(+L, t) < 0, v̄(−L, t) < 0, s̄(+L, t) < 0, s̄(−L, t) < 0. (2.26)

From (2.24),(2.25) and (2.26), we have

v̄(x, t) < 0, s̄(x, t) < 0, on (−L,L)× (0, T ). (2.27)

If (2.27) is violated at a point (x, t) ∈ (−L,L) × (0, T ), let t̄ be the least upper

bound of values of t at which v̄ < 0 (or s̄ < 0); then by the continuity we see that

v̄ = 0, s̄ ≤ 0 at some points (x̄, t̄) ∈ (−L,L)× (0, T ). So

v̄t ≥ 0, v̄x = 0, −εv̄xx ≥ 0, at (x̄, t̄). (2.28)

If we choose sufficiently large constants q, β (which may depend on the bound of

the local existence) such that

qL+2xa(x, t)−2ε > 0, β+b1(x, t)+b2(x, t) > 0 on (−L,L)× (0, T ). (2.29)

(2.28) and (2.29) give a conclusion contradicting the first inequality in (2.24). So

(2.27) is proved. Therefore, for any point (x0, t0) ∈ (−L,L)× (0, T ),

v(x0, t0) < (
N(x20 + qLet0)

L2
)eβt0 , s(x0, t0) < (

N(x20 + qLet0)

L2
)eβt0 , (2.30)
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which gives the desired estimates v ≤ 0, s ≤ 0 if we let L go to infinity. So Lemma

3 is proved.

From the upper estimates in (1.16), we can use the Riemann invariants (1.15)

to obtain the uniformly bounded estimates on (ρε,δ,µ(x, t), uε,δ,µ(x, t)) directly

2δ ≤ ρε,δ,µ(x, t) ≤M(t), |uε,δ,µ(x, t)| ≤M(t), (2.31)

for a suitable bounded function M(t), which is independent of ε, δ, µ.

The local existence result of the Cauchy problem (1.8)-(1.9) can be easily

obtained by applying the contraction mapping principle to an integral repre-

sentation of a solution. Following the standard theory of semilinear parabolic

systems. Whenever we have an a priori L∞ estimate (2.31) on the local solution,

it is clear that the local time can be extended to an arbitrary time T step by step

since the step time depends only on the L∞ norm. So Part I of Theorem 1 is

proved.

To complete the proof of Theorem 1, we shall prove that there exists a subse-

quence of the viscosity-flux approximate solutions (ρε,δ,µ(x, t), uε,δ,µ(x, t)) of the

Cauchy problem (1.8) and (1.9), which converges pointwisely to a pair of bounded

functions (ρ(x, t), u(x, t)) as ε, δ, µ tend to zero, and the limit is a weak entropy

solution of the Cauchy problem (1.1)-(1.2).

First, by simple calculations, for smooth solutions, the following two systems
ρt + (−2δu+ ρu)x = 0,

(ρu)t + (ρu2 − δu2 + P1(ρ, δ))x = 0,
(2.32)

and 
ρt + (−2δu+ ρu)x = 0

ut + (1
2
u2 +

∫ ρ

2δ

(t− 2δ)P ′(t)

t2
dt)x = 0

(2.33)

are equivalent, and particularly, both systems have the same entropy-entropy flux

pairs, where P1(ρ, δ) is given in (1.10).

Thus any entropy-entropy flux pair (η(ρ,m), q(ρ,m)) of system (2.32) satisfies

the additional system

qρ = uηρ +
(ρ− 2δ)P ′(ρ)

ρ2
ηu, qu = (ρ− 2δ)ηρ + uηu. (2.34)

Eliminating the q from (2.34), we have

ηρρ =
P ′(ρ)

ρ2
ηuu. (2.35)

Therefore, system (2.32) and system (1.1) have the same entropies.
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We recall that for the case of polytropic gas, any weak entropy [Di] can be

represented by the following explicit formula:

η0(ρ, u) = ρ
∫ 1

0
[τ(1− τ)]λg(u+ ρθ − 2ρθτ)dτ, (2.36)

where θ = γ−1
2
, λ = 3−γ

2(γ−1) and g is a smooth function.

Second, for general pressure P (ρ), we have the following lemma

Lemma 4 Suppose the viscosity-flux approximate solutions (ρε,δ,µ(x, t), uε,δ,µ(x, t))

of the Cauchy problem (1.8) and (1.9) are uniformly bounded in L∞ space, and

the limit

lim
ρ→0

(P ′(ρ))
3
2

ρP ′′(ρ)
= e, (2.37)

where e ≥ 0 is a constant. If the weak entropy-entropy flux pair (η(ρ, u), q(ρ, u)) of

system (1.1) is in the form η(ρ, u) = ρH(ρ, u) and Hu(ρ, u), Huu(ρ, u), Huuu(ρ, u)

are continuous on 0 ≤ ρ ≤M1, |u| ≤M1, where M1 is a positive constant, then

ηt(ρ
ε,δ,µ(x, t), uε,δ,µ(x, t)) + qx(ρ

ε,δ,µ(x, t), uε,δ,µ(x, t)) (2.38)

is compact in H−1loc (R × R+) as ε = o(P
′(2δ)
2δ

) and δ, µ tend to zero, with respect

to the viscosity solutions (ρε,δ,µ(x, t), uε,δ,µ(x, t)) of the Cauchy problem (1.8) and

(1.9).

Proof of Lemma 4. For the homogeneous case, namely α(x, t, ρ, u) = 0, the

proof of Lemma 4 was given in [Lu1]. In a similar way, we may obtain the proof

of Lemma when α(x, t, ρ, u) satisfies the condition (1.3).

Clearly, for the polytropic gas, P (ρ) = 1
γ
ργ and for any γ > 1, all the condi-

tions about the pressure function (2.37) and the weak entropies in Lemma 4 are

satisfied. Thus we may apply the H−1 compactness of (2.38), and the convergence

frameworks given in [Chen, DCL, Di, LPS] for 1 < γ < 3 and in [LPT] for γ ≥ 3

to select a subsequence, of (ρε,δ,µ(x, t), uε,δ,µ(x, t)), which converges pointwisely to

a pair of bounded functions (ρ(x, t), u(x, t)) as ε, δ, µ tend to zero.

Finally, it is easy to prove that the limit (ρ(x, t), u(x, t)) satisfies (1.18). More-

over, for any weak convex entropy-entropy flux pair (η(ρ,m), q(ρ, )),m = ρu, of

system (1.1), we multiply (1.8) by (ηρ, ηm) to obtain that

ηt(ρ
ε,δ,µ(x, t),mε,δ,µ(x, t)) + qx(ρ

ε,δ,µ(x, t),mδ,ε,µ(x, t)) + δq1x(ρ
ε,δ,µ(x, t),mε,δ,µ(x, t))

= εη(ρε,δ,µ,mε,δ,µ)xx − ε(ρε,δ,µx ,mε,δ,µ
x ) · ∇2η(ρε,δ,µ,mε,δ,µ) · (ρε,δ,µx ,mε,δ,µ

x )T

−aµ(x, t)|mε,δ,µ|ηm(ρε,δ,µ,mε,δ,µ)

≤ εη(ρε,δ,µ,mε,δ,µ)xx − aµ(x, t)|mε,δ,µ|ηm(ρε,δ,µ,mε,δ,µ),
(2.39)
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where q + δq1 is the entropy flux of system (1.8) corresponding to the entropy

η. Thus the entropy inequality (1.19) is proved if we multiply a test function to

(2.39) and let ε, δ, µ go to zero. So, Theorem 1 is proved.

Acknowledgments: This paper is partially supported by the NSFC grant No.

LY20A010023, a professorship called Qianjiang scholar of Zhejiang Province of

China and a Humboldt renewed research fellowship of Germany. The second

author is very grateful to the colleagues in University of Wuerzburg for their

warm hospitality.

References

[CHY] W.-T. Cao, F.-M. Huang and D.-F. Yuan, Global Entropy Solutions to

the Gas Flow in General Nozzle, SIAM. Journal on Math. Anal., 51(2019),

3276-3297.

[Chen] G.-Q. Chen, Convergence of the Lax-Friedrichs scheme for isentropic gas

dynamics, Acta Math. Sci., 6 (1986), 75-120.

[CHHQ] S.-W. Chou, J.-M. Hong, B.-C. Huang and R. Quita, Global Transon-

ic Solutions to Combined Fanno Rayleigh Flows Through Variable Nozzles,

Math. Mod. Meth. Appl. Sci., 28 (2018), 1135-1169.

[CG] G.-Q. Chen and J. Glimm, Global solutions to the compressible Euler equa-

tions with geometric structure, Commun. Math. Phys., 180 (1996), 153-193.

[DM] P. Degond and P.A. Markowich, On a one-dimensional steady-state hydro-

dynamic model for semiconductors, Appl. Math. Letters, 3 (1990), 25-29.

[DCL] X.-X. Ding, G.-Q. Chen and P.-Z. Luo, Convergence of the fractional step

Lax-Friedrichs scheme and Godunov scheme for the isentropic system of gas

dynamics, Commun. Math. Phys., 121 (1989), 63-84.

[Di] R. J. DiPerna, Convergence of the viscosity method for isentropic gas dy-

namics, Commun. Math. Phys., 91 (1983),1-30.

[EGM] P. Embid, J. Goodman and A. Majda, Multiple steady states for 1-D

transonic flow, SIAM J. Sci. Stat. Comput., 5 (1984), 21-41.

[FY] X. Fang and H. Yu, Uniform boundedness in weak solutions to a specific

dissipative system, J. Math. Anal. Appl. 461 (2018), 1153-1164.

[Ga] C.L. Gardner, Numerical simulation of a steady-state electron shock wave in

a submicron semiconductor device, IEEE Transactions on Electron Devices,

38 (1991), 392-398.

15



[GK] I. Gasser and M. Kraft, Modelling and Simulation of Fires in Tunnel Net-

works, Networks and Heterogeneous Media, 3 (2008), 691-707.

[GL] H. Glaz and T. Liu, The asymptotic analysis of wave interactions and nu-

merical calculations of transonic nozzle flow, Adv. Appl. Math., 5 (1984),

111-146.

[GMP] J. Glimm, G. Marshall and B. Plohr, A generalized Riemann problem for

quasi-onedimensional gas flows, Adv. Appl. Math., 5 (1984), 1-30.

[HLT] Y.-B. Hu, Y.-G. Lu and N. Tsuge, Global Existence and Stability to the

Polytropic Gas Dynamics with an Outer Force, Applied Math. Letters, 95

(2019), 36-40.

[HLYY] F.M. Huang, T. H. Li, H.M. Yu and D.F. Yuan, Large time behavior

of entropy solutions to 1-d unipolar hydrodynamic model for semiconductor

devices, Z. Angew. Math. Phys., 69 (2018), 69.

[IT] E. Isaacson and B. Temple, Nonlinear resonance in systems of conservation

laws, SIAM J. Appl. Math., 52 (1992), 1270-1278.

[Jo] F. Jochmann, Global weak solutions of the one-dimensional hydrodynamic

model for semiconductors, Math. Mod. Meth. Appl. Sci., 3 (1993) 759-788.

[JR] S. Junca and M. Rascle, Relaxation of the Isothermal Euler-Poisson System

to the Drift-Diffusion Equations, Quart. Appl. Math., 58 (2000), 511-521.

[KM] B. L. Keyfitz and C. A. Mora, Prototypes for nonstrict hyperbolicity in

conservation laws, Contemp. Math., Amer. Math. Soc., 255 (2000), 125-

137.

[KL] C. Klingenberg and Y.-G. Lu, Existence of solutions to hyperbolic conser-

vation laws with a source, Commun. Math. Phys., 187 (1997), 327-340.

[Le] A. Y. LeRoux, Numerical stability for some equations of gas dynamics,

Mathematics of Computation, 37 (1981), 307-320.

[LY] Y.P. Li and X.F. Yang, Pointwise estimates and Lp convergence rates to d-

iffusion waves for a one-dimensional bipolar hydrodynamic model, Nonlinear

Analysis, Real World Applications, 45(2019), 472-490.

[LPS] P. L. Lions, B. Perthame and P. E. Souganidis, Existence and stability of

entropy solutions for the hyperbolic systems of isentropic gas dynamics in

Eulerian and Lagrangian coordinates, Comm. Pure Appl. Math., 49 (1996),

599-638.

16



[LPT] P. L. Lions, B. Perthame and E. Tadmor, Kinetic formulation of the isen-

tropic gas dynamics and p-system, Commun. Math. Phys., 163 (1994), 415-

431.

[Lu1] Y.-G. Lu, Some Results on General System of Isentropic Gas Dynamics,

Differential Equations, 43 (2007), 130-138.

[Lu2] Y.-G. Lu, Global Existence of Resonant Isentropic Gas Dynamics, Nonlin-

ear Analysis, Real World Applications, 12(2011), 2802-2810.

[Lu3] Y.-G. Lu, Hyperbolic Conservation Laws and the Compensated Compact-

ness Method, Vol. 128, Chapman and Hall, CRC Press, New York, 2002.

[LNX] T. Luo, R. Natalini and Z.-P. Xin, Large Time Behavior of the Solutions

to a Hydrodynamic Model for Semiconductors, SIAM J. Appl. Math., 59

(1999), 810-830.

[MM] P. Marcati and A. Milani, The one-dimensional Darcy’s law as the limit

of a compressible Euler flow, J. Diff. Eq., 84 (1990), 129-147.

[MN1] P. Marcati and R. Natalini, Weak solutions to a hydrodynamic model for

semiconductors: the Cauchy problem, Proc. R. Soc. Edinb. 125(A) (1995),

115-131.

[MN2] P. Marcati and R. Natalini, Weak solutions to a hydrodynamic model for

semiconductors and relaxation to the drift-difusion eqation, Arch. Rational

Mech. Anal., 129 (1995), 129-145.

[PRV] F. Poupaud, M. Rascle, and J.-P. Vila, Global solutions to the isothermal

Euler-Poisson system with arbitrarily large data, J. Differential Equations

123 (1995), 93-121.

[SS] K. Santon and R. Santon, On the Influence of Dampling in Hyperbolic E-

quations with Parabolic Degeneracy, Qarterly of Applied Mathematics, LXX

2012, 171-180.

[Sl] M. Slemrod, Global existence, uniqueness, and asymptotic stability of clas-

sical smooth solutions in one-dimensional nonlinear thermoelasticity , Arch.

Rat. Mech. Anal., 76 (1981), pp. 97-133.

[TW] E. Tadmor and D. Wei, On the global regularity of sub-critical Euler-

Poisson equations with pressure, J. European Math. Society, 10 (2008), 757-

769.

17



[Ts] N. Tsuge, Existence and Stability of Solutions to the Compressible Euler E-

quations with an Outer Force, Nonlinear Analysis, Real World Applications,

27(2016), 203-220.

[Wh] G. B. Whitham, Linear and Nonlinear Waves, John Wiley and Sons, New

York, 1973.

[Zh1] B. Zhang, Convergence of the Godunov scheme for a simplified one-

dimensional hydrodynamic model for semiconductor devices, Commun.

Math. Phys., 157 (1993), 1-22.

[Zh2] B. Zhang, On a local existence theorem for a one-dimensional hydrodynamic

model of semiconductor devices, SIAM. Journal on Math. Anal., 25 (1994),

941-947.

18


