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Abstract. Computational methods for thermal radiative transfer problems exhibit high com-5
putational costs and a prohibitive memory footprint when the spatial and directional domains are6
finely resolved. A strategy to reduce such computational costs is dynamical low-rank approximation7
(DLRA), which represents and evolves the solution on a low-rank manifold, thereby significantly de-8
creasing computational and memory requirements. Efficient discretizations for the DLRA evolution9
equations need to be carefully constructed to guarantee stability while enabling mass conservation.10
In this work, we focus on the Su-Olson closure leading to a linearized internal energy model and11
derive a stable discretization through an implicit coupling of internal energy and particle density.12
Moreover, we propose a rank-adaptive strategy to preserve local mass conservation. Numerical re-13
sults are presented which showcase the accuracy and efficiency of the proposed low-rank method14
compared to the solution of the full system.15
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1. Introduction. Numerically solving the radiative transfer equations is a chal-19

lenging task, especially due to the high dimensionality of the solution’s phase space. A20

common strategy to tackle this issue is to choose coarse numerical discretizations and21

mitigate numerical artifacts [23, 27, 32] which arise due to the insufficient resolution,22

see e.g. [3, 15, 1, 24, 39]. Despite the success of these approaches in a large number23

of applications, the requirement of picking user-determined and problem dependent24

tuning parameters can render them impracticable. Another approach to deal with25

the problem’s high dimensionality is the use of model order reduction techniques.26

A reduced order method which is gaining a considerable amount of attention in the27

field of radiation transport is dynamical low-rank approximation (DLRA) [20] due to28

its ability to yield accurate solutions while not requiring an expensive offline train-29

ing phase. DLRA’s core idea is to approximate the solution on a low-rank manifold30

and evolve it accordingly. Past work in the area of radiative transfer has focused on31

asymptotic-preserving schemes [10, 9], mass conservation [34], stable discretizations32

[21], imposing boundary conditions [22, 18] and implicit time discretizations [35]. A33

discontinuous Galerkin discretization of the DLRA evolution equations for thermal34

radiative transfer has been proposed in [5].35

A key building block of efficient, accurate and stable methods for DLRA is the36

construction of time integrators which are robust irrespective of small singular values37
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2 L. BAUMANN, L. EINKEMMER, C. KLINGENBERG, J. KUSCH

in the solution [19]. Three integrators which move on the low-rank manifold while not38

being restricted by its curvature are the projector-splitting (PS) integrator [25], the39

basis update & Galerkin (BUG) integrator [8], and the parallel integrator [7]. Since40

the PS integrator evolves one of the required subflows backward in time, the BUG41

and parallel integrator are preferable for diffusive problems while facilitating the con-42

struction of stable numerical discretization for hyperbolic problems [21]. Moreover,43

the BUG integrator allows for a basis augmentation step [6] which can be used to con-44

struct conservative schemes for the Schrödinger equation [6] and the Vlasov–Poisson45

equations [14].46

In this work we consider the thermal radiative transfer equations using the Su-47

Olson closure. This leads to a linearized internal energy model for which we propose48

an energy stable and mass conservative DLRA scheme. The main novelties of this49

paper are:50

• A stable numerical scheme for thermal radiative transfer : We show that a51

naive IMEX scheme fails to guarantee energy stability. To overcome this52

unphysical behaviour we propose a scheme which advances radiation and53

internal energy implicitly in a coupled fashion. In addition, our novel analysis54

gives a classic hyperbolic CFL condition that enables us to operate up to a55

time step size of ∆t = CFL ·∆x.56

• A mass conservative and rank-adaptive integrator : We employ the basis aug-57

mentation step from [6] as well as an adaption of the conservative truncation58

strategy from [14, 17] to guarantee local mass conservation and rank adap-59

tivity. In contrast to [14, 17] we do not need to impose conservation through60

a modified L-step equation, but solely use the basis augmentation strategy61

from [6].62

Both these properties are extremely important as they ensure key physical principles63

and allow us to choose an optimal time step size which reduces the computational64

effort. Moreover, we demonstrate numerical experiments which underline the derived65

stability and conservation properties of the proposed low-rank method while showing66

significantly reduced computational costs and memory requirements compared to the67

full-order system.68

This paper is structured as follows: After the introduction in Section 1, we review69

the background on thermal radiative transfer and dynamical low-rank approximation70

in Section 2. In Section 3 we present the evolution equations for the thermal radiative71

transfer equations when using the rank-adaptive BUG integrator. Section 4 discretizes72

the resulting equations in angle and space. The main method is presented in Section 573

where a stable time discretization is proposed. We discuss local mass conservation of74

the scheme in Section 6. Numerical experiments are demonstrated in Section 7.75

2. Background.76

2.1. Thermal radiative transfer. In this work, we study radiation particles77

moving through and interacting with a background material. By absorbing particles,78

the material heats up and emits new particles which can in turn again interact with the79

background. This process is described by the thermal radiative transport equations80

1

c
∂tf(t, x, µ) + µ∂xf(t, x, µ) = σ(B(t, x)− f(t, x, µ)),81

∂te(t, x) = σ(⟨f(t, x, ·)⟩µ −B(t, x)),8283

where we omit boundary and initial conditions for now. This system can be solved84

for the particle density f(t, x, µ) and the internal energy e(t, x) of the background85
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medium. Here, x ∈ D ⊂ R is the spatial variable and µ ∈ [−1, 1] denotes the86

directional (or velocity) variable. The opacity σ encodes the rate at which particles87

are absorbed by the medium and we use brackets ⟨·⟩µ, ⟨·⟩x to indicate an integration88

over the directional domain and the spatial domain, respectively. Moreover, the speed89

of light is denoted by c and the black body radiation at the material temperature T90

is denoted by B(T ). It often is described by the Stefan-Boltzmann law91

B(T ) = acT 4,9293

where a = 4σSB

c is the radiation density constant and σSB the Stefan-Boltzmann94

constant. Different closures exist to determine a relation between the temperature T95

and the internal energy e. Following the ideas of Pomraning [37] and Su and Olson96

[38] we assume e(T ) = αB(T ). Without loss of generality we set α = 1 and obtain97

∂tf(t, x, µ) + µ∂xf(t, x, µ) = σ(B(t, x)− f(t, x, µ)),(2.1a)98

∂tB(t, x) = σ(⟨f(t, x, ·)⟩µ −B(t, x)).(2.1b)99100

We call this system the Su-Olson problem. It is a linear system for the particle density101

f and the internal energy B that is analytically solvable and and serves as a common102

benchmark for numerical considerations [33, 30, 31, 28]. Note that we leave out the103

speed of light by doing a rescaling of time τ = t/c and in an abuse of notation use104

t to denote τ in the remainder. Constructing numerical schemes to solve the above105

equation is challenging. First, the potentially stiff opacity term has to be treated by an106

implicit time integration scheme. Second, for three-dimensional spatial domains the107

computational costs and memory requirements of finely resolved spatial and angular108

discretizations become prohibitive. To tackle the high dimensionality, we choose a109

dynamical low-rank approximation which we introduce in the following.110

2.2. Dynamical low-rank approximation. The core idea of DLRA is to ap-111

proximate the solution of a given equation ∂tf(t, x, µ) = F (f(t, x, µ)) by a represen-112

tation of the form113

f(t, x, µ) ≈
r∑

i,j=1

Xi(t, x)Sij(t)Vj(t, µ),(2.2)114

115

where the orthonormal functions {Xi : i = 1, ..., r} depend only on t and x and the116

orthonormal functions {Vj : j = 1, ..., r} depend only on t and µ. The number of basis117

functions is set to r and we call r the rank of this approximation. This terminology118

stems from the matrix setting for which the concept of DLRA has been introduced119

[20]. Then, (2.2) can be interpreted as a continuous analogue to the singular value120

decomposition for matrices. As representation (2.2) is not unique we impose the121

Gauge conditions ⟨Ẋi, Xj⟩x = 0 and ⟨V̇i, Vj⟩µ = 0 from which we can conclude that122

{Xi} and {Vj} are uniquely determined for invertible S = (Sij) ∈ Rr×r [20, 10, 13].123

That is, we seek for an approximation of f that for each time t lies in the manifold124

Mr =

{
f ∈ L2(D × [−1, 1]) : f(·, x, µ) =

r∑
i,j=1

Xi(·, x)Sij(·)Vj(·, µ) with invertible125

S = (Sij) ∈ Rr×r, Xi ∈ L2(D), Vj ∈ L2([−1, 1]) and ⟨Xi, Xj⟩x = δij ,126

⟨Vi, Vj⟩µ = δij

}
.127

128
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Note that in the following we denote the full rank and the low-rank solutions as f .129

Let f(t, ·, ·) be a path on Mr. A formal differentiation of f with respect to t leads to130

ḟ(t, ·, ·) =
r∑

i,j=1

(
Ẋi(t, ·)Sij(t)Vj(t, ·) +Xi(t, ·)Ṡij(t)Vj(t, ·) +Xi(t, ·)Sij(t)V̇j(t, ·)

)
.131

132

These functions restrict the solution dynamics onto the low-rank manifold Mr and133

constitute the corresponding tangent space which under the Gauge conditions reads134

TfMr =

{
ḟ ∈ L2(D × [−1, 1]) : ḟ(·, x, µ) =

r∑
i,j=1

(
Ẋi(·, x)Sij(·)Vj(·, µ)135

+Xi(·, x)Ṡij(·)Vj(·, µ) +Xi(·, x)Sij(·)V̇j(·, µ)
)

136

with Ṡij ∈ R, Ẋi ∈ L2(D), V̇j ∈ L2([−1, 1]) and ⟨Ẋi, Xj⟩x = 0,137

⟨V̇i, Vj⟩µ = 0

}
.138

139

Having defined the low-rank manifold and its corresponding tangent space, we now140

wish to determine f(t, ·, ·) ∈ Mr such that ∂tf(t, ·, ·) ∈ TfMr and ∥∂tf(t, ·, ·) −141

F (f(t, ·, ·))∥L2(D×[−1,1]) is minimized. That is, one wishes to determine f such that142

⟨∂tf(t, ·, ·)− F (f(t, ·, ·)), ḟ ⟩x,µ = 0 for all ḟ ∈ TfMr.(2.3)143144

The orthogonal projector onto the tangent plane TfMr can be explicitly given as145

P (f)F (f) =

r∑
j=1

⟨Vj , F (f)⟩µVj −
r∑

i,j=1

Xi⟨XiVj , F (f)⟩x,µVj +

r∑
i=1

Xi⟨Xi, F (f)⟩x.146

147

With this definition at hand, we can reformulate (2.3) as148

∂tf(t, x, µ) = P (f(t, x, µ))F (f(t, x, µ)).149150

To evolve the approximation of the solution in time according to the above equation is151

not trivial. Indeed standard time integration schemes suffer from the curvature of the152

low-rank manifold, which is proportional to the smallest singular value of the low-rank153

solution [20]. Three integrators which move along the manifold without suffering from154

its high curvature exist: The projector–splitting integrator [25], the BUG integrator155

[8], and the parallel integrator [7]. In this work, we will use the basis-augmented156

extension to the BUG integrator [6] which we explain in the following.157

The rank-adaptive BUG integrator [6] updates and augments the bases {Xi}, {Vj}158

in parallel in the first two steps. In the third step, a Galerkin step is performed159

for the augmented bases followed by a truncation step to a new rank r1. In de-160

tail, to evolve the approximation of the distribution function from f(t0, x, µ) =161 ∑r
i,j=1 X

0
i (x)S

0
ijV

0
j (µ) at time t0 to f(t1, x, µ) =

∑r1
i,j=1 X

1
i (x)S

1
ijV

1
j (µ) at time162

t1 = t0 +∆t the integrator performs the following steps:163

K -Step: Write Kj(t, x) =
∑r

i=1 Xi(t, x)Sij(t). Then we obtain the representa-164

tion f(t, x, µ) =
∑r

j=1 Kj(t, x)V
0
j (µ) with {V 0

j } kept fixed in this step. The basis165

functions X0
i (x) with i = 1, ..., r are updated by solving the partial differential equa-166

tion167

∂tKj(t, x) =

〈
V 0
j , F

(
r∑

k=1

Kk(t, x)V
0
k

)〉
µ

, Kj(t0, x) =

r∑
i=1

X0
i (x)S

0
ij ,168

169
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and applying Gram Schmidt to [Kj(t1, x), X
0
i ] =

∑2r
i=1 X̂

1
i (x)R

1
ij . Then, the updated170

and augmented basis in physical space consists of X̂1
i (x) with i = 1, ..., 2r. Note that171

R1
ij is discarded after this step. Compute M̂ki = ⟨X̂1

k , X
0
i ⟩x.172

L-Step: Write Li(t, µ) =
∑r

j=1 Sij(t)Vj(t, µ). Then we obtain the representation173

f(t, x, µ) =
∑r

i=1 X
0
i Li(t, µ) with {X0

i } kept fixed in this step. The basis functions174

V 0
j (µ) with j = 1, ..., r are updated by solving the partial differential equation175

∂tLi(t, µ) =

〈
X0

i , F

(
r∑

ℓ=1

X0
ℓLℓ(t, µ)

)〉
x

, Li(t0, µ) =

r∑
j=1

S0
ijV

0
j (µ),176

177

and applying Gram Schmidt to [Li(t1, µ), V
0
j (µ)] =

∑2r
j=1 V̂

1
j (µ)R

2
ij . Then, the up-178

dated and augmented basis in velocity space consists of V̂ 1
j (µ) with j = 1, ..., 2r. Note179

that R2
ij is discarded after this step. Compute N̂ℓj = ⟨V̂ 1

ℓ , V
0
j ⟩µ.180

S-step: Update S0
ij with i, j = 1, ..., r to Ŝ1

ij with i, j = 1, ..., 2r by solving the181

ordinary differential equation182

˙̂
Sij(t) =

〈
X̂1

i V̂
1
j , F

 2r∑
ℓ,k=1

X̂1
ℓ Ŝℓk(t)V̂

1
k

〉
x,µ

, Ŝij(t0) =

r∑
k,ℓ=1

M̂ikS
0
kℓN̂jℓ.183

184

Truncation: Let Ŝ1
ij be the entries of the matrix Ŝ1. Compute the singular value185

decomposition of Ŝ1 = P̂Σ̂Q̂⊤ with Σ = diag(σj). Given a tolerance ϑ, choose the186

new rank r1 ≤ 2r as the minimal number such that187  2r∑
j=r1+1

σ2
j

1/2

≤ ϑ.188

189

Let S1 with entries S1
ij be the r1 × r1 diagonal matrix with the r1 largest singular190

values and let P1 with entries P 1
ij and Q1 with entries Q1

ji contain the first r1 columns191

of P̂ and Q̂, respectively. Set X1
i (x) =

∑2r
i=1 X̂

1
i (x)P

1
ij for i = 1, ..., r1 and V 1

j (µ) =192 ∑2r
j=1 V̂

1
j (µ)Q

1
ji for j = 1, ..., r1.193

The updated approximation of the solution after one time step is then given by194

f(t1, x, µ) =
∑r1

i,j=1 X
1
i (x)S

1
ijV

1
j (µ). Note that we are not limited to augmenting with195

the old basis, which we will use to construct our scheme.196

3. Dynamical low-rank approximation for Su-Olson. Let us now derive197

the evolution equations of the rank-adaptive BUG integrator for system (2.1), i.e.198

the partial differential equations appearing in the K - and L-step and the ordinary199

differential equation for the S-step. To simplify notation, all derivations are performed200

for one spatial and one directional variable. However, the derivation trivially extends201

to higher dimensions. We start with considering the evolution equations for the low-202

rank approximation of the particle density (2.1a).203

K-step: Write Kj(t, x) =
∑r

i=1 Xi(t, x)Sij(t). Then we have the representation204

f(t, x, µ) =
∑r

j=1 Kj(t, x)V
0
j (µ) for the low-rank approximation of the solution. Again205

{V 0
j } denotes the set of orthonormal basis functions for the velocity space that shall206

be kept fixed in this step. Inserting this representation of f into (2.1a) and projecting207
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6 L. BAUMANN, L. EINKEMMER, C. KLINGENBERG, J. KUSCH

onto V 0
k (µ) gives the partial differential equation208

∂tKk(t, x) = −
r∑

j=1

∂xKj(t, x)⟨V 0
k , µV

0
j ⟩µ + σ

(
B(t, x)⟨V 0

k ⟩µ −Kk(t, x)
)
.(3.1)209

210

L-step: Write Li(t, µ) =
∑r

j=1 Sij(t)Vj(t, µ). Then we have the representation211

f(t, x, µ) =
∑r

i=1 X
0
i (x)Li(t, µ) for the low-rank approximation of the solution. Again212

{X0
i } denotes the set of spatial orthonormal basis functions that shall be kept fixed213

in this step. Inserting this representation of f into (2.1a) and projecting onto X0
k(x)214

yields the partial differential equation215

∂tLk(t, µ) = −µ

r∑
i=1

〈
X0

k ,
d

dx
X0

i

〉
x

Li(t, µ) + σ
(
⟨X0

k , B(t, ·)⟩x − Lk(t, µ)
)
.(3.2)216

217

Lastly, we derive the augmented Galerkin step of the rank-adaptive BUG integrator.218

We denote the time updated spatial basis augmented with X0
i as X̂1

i . The augmented219

directional basis V̂ 1
i is constructed in the corresponding way. Then, the augmented220

Galerkin step is constructed according to:221

S-step: We use the initial condition Ŝij(t0) =
∑r

ℓ,k=1⟨X̂1
i X

0
ℓ ⟩xSℓk(t0)⟨V̂ 1

j V
0
k ⟩µ222

and approximate the solution f as f(t, x, µ) =
∑2r

i,j=1 X̂
1
i (x)Ŝij(t)V̂

1
j (µ). Inserting223

this representation into (2.1a) and testing against X̂1
k and V̂ 1

ℓ gives the ordinary224

differential equation225

˙̂
Skℓ(t) =−

2r∑
i,j=1

〈
X̂1

k ,
d

dx
X̂1

i

〉
x

Ŝij(t)⟨V̂ 1
ℓ , µV̂

1
j ⟩µ + σ

(
⟨X̂1

k , B(t, ·)⟩x⟨V̂ 1
ℓ ⟩µ − Ŝkℓ(t)

)(3.3)

226

227

from which we get the augmented quantity Ŝij(t). Inserting all augmented low-rank228

factors into (2.1b) leads to the partial differential equation229

∂tB(t, x) = σ

 2r∑
i,j=1

X̂1
i (x)Ŝij(t)⟨V̂ 1

j ⟩µ −B(t, x)

 .(3.4)230

231

Before repeating this process and evolving the subequations further in time we trun-232

cate back the augmented quantities to a new rank r1 using a suitable truncation233

strategy.234

4. Angular and spatial discretization. Having derived the K-, L- and S-step235

of the rank-adaptive BUG integrator, we can now proceed with discretizing in angle236

and space. For the angular discretization, we use the modal representations237

V 0
j (µ) ≃

N−1∑
n=0

V 0
njPn(µ), V̂ 1

j (µ) ≃
N−1∑
n=0

V̂ 1
njPn(µ), Li(t, µ) ≃

N−1∑
n=0

Lni(t)Pn(µ),238

239

where Pn are the normalized Legendre polynomials. Note that in the following, we240

use Einstein’s sum convention when not stated otherwise to ensure compactness of241

notation. Let us define the matrix A ∈ RN×N with entries Amn := ⟨Pm, µPn⟩µ. Then242
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we can rewrite ⟨V 0
k , µV

0
j ⟩µ = V 0

kmAmnV
0
jn. The evolution equations with angular243

discretization then read244

∂tKk(t, x) = −∂xKj(t, x)V
0
njAmnV

0
mk + σ

(
B(t, x)V 0

0k −Kk(t, x)
)
,

(4.1a)

245

L̇mk(t) = −
〈
X0

k ,
d

dx
X0

i

〉
x

Lni(t)Amn + σ
(
⟨X0

k , B(t, ·)⟩xδm0 − Lmk(t)
)
,

(4.1b)

246

˙̂
Skℓ(t) = −

〈
X̂1

k ,
d

dx
X̂1

i

〉
x

Sij(t)V̂
1
njAmnV̂

1
mℓ + σ

(
⟨X̂1

k , B(t, ·)⟩xV̂ 1
0ℓ − Ŝkℓ(t)

)
.

(4.1c)

247

248

For the angular discretization of (3.4) we get249

∂tB(t, x) = σ
(
X̂1

i (x)Ŝij(t)V̂
1
0j −B(t, x)

)
.(4.1d)250

251

To derive a spatial discretization we choose a spatial grid x1 < · · · < xnx
with252

equidistant spacing ∆x. The solution in a given cell p is then approximated by253

Xpk(t) ≈
1

∆x

∫ xp+1

xp

Xk(t, x) dx, Kpk(t) ≈
1

∆x

∫ xp+1

xp

Kk(t, x) dx,254

Bp(t) ≈
1

∆x

∫ xp+1

xp

B(t, x) dx .255

256

Spatial derivatives are approximated and stabilized through the tridiagonal stencil257

matrices Dx ≈ ∂x and Dxx ≈ 1
2∆x∂xx with entries258

Dx
p,p±1 =

±1

2∆x
, Dxx

p,p = − 1

∆x
, Dxx

p,p±1 =
1

2∆x
.259

260

Applying the matrix Dx ∈ Rnx×nx corresponds to a first order and the stabilization261

matrix Dxx ∈ Rnx×nx to a second order central differencing scheme. Moreover, from262

now on we assume periodic boundary conditions. Recall the symmetric matrixA. It is263

diagonalizable in the form A = QMQ⊤ with Q orthogonal and M = diag(σ1, ..., σn).264

We define matrix |A| as |A| = Q|M|Q⊤. We then obtain the spatially and angular265

discretized matrix ODEs266

K̇pk(t) =−Dx
qpKpj(t)V

0
njAmnV

0
mk +Dxx

qpKpj(t)V
0
nj |A|mnV

0
mk(4.2a)267

+ σ
(
Bp(t)V

0
0k −Kpk(t)

)
,268

L̇mk(t) =−AmnLni(t)X
0
piD

x
qpX

0
qk + |A|mnLni(t)X

0
piD

xx
qpX

0
qk(4.2b)269

+ σ
(
δm0Bp(t)X

0
pk − Lmk(t)

)
,270

˙̂
Skℓ(t) =− X̂1

pkD
x
pqX̂

1
qiŜij(t)V̂

1
njAmnV̂

1
mℓ + X̂1

pkD
xx
pq X̂

1
qiŜij(t)V̂

1
nj |A|mnV̂

1
mℓ(4.2c)271

+ σ
(
X̂1

pkBp(t)V̂
1
0ℓ − Ŝkℓ(t)

)
.272

273

Lastly, we obtain from (4.1d) for the internal energy B the spatially discretized equa-274

tion275

Ḃp(t) = σ
(
X̂1

piŜij(t)V̂
1
0j −Bp(t)

)
= σ

(
u1
p0(t)−Bp(t)

)
,(4.2d)276

277

This manuscript is for review purposes only.



8 L. BAUMANN, L. EINKEMMER, C. KLINGENBERG, J. KUSCH

where we use the notation X̂1
piŜij(t)V̂

1
mj =: u1

pm(t). We can now show that the semi-278

discrete time-dependent system (4.2) is energy stable. For this, let us first give a279

definition of the total energy of the system:280

Definition 4.1 (Total energy). Let the matrix u1(t) ∈ Rnx×N with low-rank en-281

tries u1
pm(t) = X̂1

piŜij(t)V̂
1
mj denote the angularly and spatially discretized approxima-282

tion of the solution of (2.1a) and B(t) ∈ Rnx be the spatially discretized approximation283

of the solution of (2.1b). Then we call284

E(t) :=
1

2
∥u1(t)∥2F +

1

2
∥B(t)∥2E ,285

286

with ∥ · ∥F denoting the Frobenius and ∥ · ∥E denoting the Euclidean norm, the total287

energy of the system (4.2).288

Further, we note the following properties of the chosen spatial stencil matrices which289

we write down denoting all sums explicitly:290

Lemma 4.2 (Summation by parts). Let y, z ∈ Rnx with indices p, q = 1, ..., nx.291

In addition, we set y0 = ynx
and yn+1 = y1, for z respectively, due to the periodic292

boundary conditions. Then the stencil matrices fulfill the following properties:293

nx∑
p,q=1

ypD
x
pqzq = −

nx∑
p,q=1

zpD
x
pqyq,

nx∑
p,q=1

zpD
x
pqzq = 0,

nx∑
p,q=1

ypD
xx
pq zq =

nx∑
p,q=1

zpD
xx
pq yq.294

295

Moreover, let D+ ∈ Rnx×nx be defined as296

D+
p,p =

−1√
2∆x

, D+
p,p+1 =

1√
2∆x

.297
298

Then,
∑nx

p,q=1 zpD
xx
pq zq = −

∑nx

p=1

(∑nx

q=1 D
+
pqzq

)2
.299

Proof. The assertions follow directly by plugging in the definitions of the stencil300

matrices and rearranging the sums of the products in an adequate way:301

nx∑
p,q=1

ypD
x
pqzq =

1

2∆x

nx∑
p=1

yp (zp+1 − zp−1) = − 1

2∆x

nx∑
p=1

zp (yp+1 − yp−1)302

= −
nx∑

p,q=1

zpD
x
pqyq,303

nx∑
p,q=1

zpD
x
pqzq =−

nx∑
p,q=1

zpD
x
pqzq = 0,304

305
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306

nx∑
p,q=1

ypD
xx
pq zq = − 1

∆x

nx∑
p=1

ypzp +
1

2∆x

nx∑
p=1

yp(zp+1 + zp−1)307

= − 1

∆x

nx∑
p=1

zpyp +
1

2∆x

nx∑
p=1

zp(yp+1 + yp−1) =

nx∑
p,q=1

zpD
xx
pq yq,308

nx∑
p,q=1

zpD
xx
pq zq = − 1

∆x

nx∑
p=1

z2p +
1

2∆x

nx∑
p=1

zp(zp+1 + zp−1)309

= − 1

2∆x

nx∑
p=1

(
z2p − 2zpzp+1 + z2p+1

)
= − 1

2∆x

nx∑
p=1

(zp − zp+1)
2

310

= −
nx∑
p=1

(
nx∑
q=1

D+
pqzq

)2

.311

312313

With these properties at hand, we can now show dissipation of the total energy:314

Theorem 4.3. The semi-discrete time-continuous system consisting of (4.2) is315

energy stable, that is Ė(t) ≤ 0.316

Proof. Let us start from the S-step in (4.2c)317

˙̂
Skℓ(t) =− X̂1

pkD
x
pqX̂

1
qiŜij(t)V̂

1
njAmnV̂

1
mℓ + X̂1

pkD
xx
pq X̂

1
qiŜij(t)V̂

1
nj |A|mnV̂

1
mℓ318

+ σ
(
X̂1

pk(x)Bp(t)V̂
1
0ℓ − Ŝkℓ(t)

)
.319

320

We multiply with X̂1
αkV̂

1
βℓ, where α = 1, ..., nx and β = 0, ..., N − 1, sum over k and ℓ321

and introduce the projections PX,1
αp = X̂1

αkX̂
1
pk and PV,1

mβ = V̂ 1
mℓV̂

1
βℓ. With the notation322

X̂1
qiŜij(t)V̂

1
nj = u1

qn(t) we get323

u̇1
αβ(t) =− PX,1

αp Dx
pqu

1
qn(t)AmnP

V,1
mβ + PX,1

αp Dxx
pq u

1
qn(t)|A|mnP

V,1
mβ324

+ σ
(
PX,1
αp Bp(t)δ0mPV,1

mβ − u1
αβ(t)

)
.325

326

Next, we multiply with u1
αβ(t) and sum over α and β. Note that327

PX,1
αp u1

αβ(t) = u1
pβ(t) and PV,1

mβ u
1
pβ(t) = u1

pm(t).328
329

This leads to330

1

2

d

dt
∥u1(t)∥2F =− u1

pm(t)Dx
pqu

1
qn(t)Amn + u1

pm(t)Dxx
pq u

1
qn(t)|A|mn331

+ σ
(
u1
pm(t)Bp(t)δ0m − ∥u1(t)∥2

)
.332333

Recall that we can write A = QMQ⊤ with M = diag(σ1, ..., σN ). Inserting this334
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representation gives335

1

2

d

dt
∥u1(t)∥2F =− u1

pm(t)Dx
pqu

1
qn(t)QnkσkQmk + u1

pm(t)Dxx
pq u

1
qn(t)Qnk|σk|Qmk336

+
(
u1
pm(t)Bp(t)δ0m − ∥u1(t)∥2

)
337

=− σkũ
1
pk(t)D

x
pqũ

1
qk(t) + |σk|ũ1

pk(t)D
xx
pq ũ

1
qk(t)338

+
(
u1
pm(t)Bp(t)δ0m − ∥u1(t)∥2

)
,339340

where ũ1
pk(t) = u1

pm(t)Qmk. With the properties of the stencil matrices we get341

1

2

d

dt
∥u1(t)∥2F =−

(
D+

pqu
1
qm(t)|A|1/2mn

)2
+ σ

(
up0(t)Bp(t)− ∥u1(t)∥2F

)
.(4.3)342

343

Next we consider equation (4.2d). Multiplication with Bp(t) and summation over p344

gives345

1

2

d

dt
∥B(t)∥2E = σ

(
up0(t)Bp(t)− ∥B(t)∥2E

)
.(4.4)346

347

For the total energy of the system it holds that E(t) = 1
2∥u

1(t)∥2F+ 1
2∥B(t)∥2E . Adding348

the evolution equations (4.3) and (4.4) we get349

d

dt
E(t) =−

(
D̃+

pqu
1
qm(t)|A|1/2mn

)2
+ σ

(
u1
p0(t)Bp(t)− ∥u1(t)∥2F

)
350

+ σ
(
u1
p0(t)Bp(t)− ∥B(t)∥2E

)
351

=−
(
D̃+

pqu
1
qm(t)|A|1/2mn

)2
− σ

(
(u1

p0(t)−Bp(t))
2 + (u1

pm(t))2(1− δm0)
)
,352

353

where we rewrote ∥B(t)∥2E = Bp(t)
2 and ∥u1(t)∥2F = (u1

pm(t))2. This expression is354

strictly negative which means that E is dissipated in time. Hence, the system is355

energy stable.356

5. Time discretization. Our goal is to construct a conservative DLRA scheme357

which is energy stable under a sharp time step restriction. Constructing time dis-358

cretization schemes which preserve the energy dissipation shown in Theorem 4.3 while359

not suffering from the potentially stiff opacity term is not trivial. In fact a naive IMEX360

time discretization potentially will increase the total energy, which we demonstrate361

in the following.362

5.1. Naive time discretization. We start from system (4.2) which still de-363

pends continuously on the time t. For the time discretization we choose a naive IMEX364

Euler scheme where we perform a splitting of nternal energy and radiation transport365

equation. That is, we use an explicit Euler step for the transport part of the evolution366

equations, treat the internal energy B explicitly and use an implicit Euler step for the367

radiation absorption term. Note that the scheme describes the evolution from time368

t0 to time t1 = t0 +∆t but holds for all further time steps equivalently. This yields369

the fully discrete scheme370

K1
pk =K0

pk −∆tDx
qpK

0
pjV

0
njAmnV

0
mk +∆tDxx

qpK
0
pjV

0
nj |A|mnV

0
mk(5.1a)371

+ σ
(
∆tB0

pV
0
0k −∆tK1

pk

)
,372

L1
mk =L0

mk −∆tX0
qkD

x
qpX

0
piL

0
niAmn +∆tX0

qkD
xx
qpX

0
piL

0
ni|A|mn(5.1b)373

+ σ
(
∆tX0

pkB
0
pδm0 −∆tL1

mk

)
.374375
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We perform a QR-decomposition of the quantities [K1
pk, X

0
pk] and [L1

pk, V
0
pk] to obtain376

the augmented and time updated bases X̂1
pk and V̂ 1

pk according to the rank-adaptive377

BUG integrator [6]. Lastly, we perform a Galerkin step for the augmented bases378

according to379

Ŝ1
kℓ = S̃0

kℓ −∆tX̂1
pkD

x
pqX̂

1
qiS̃

0
ij V̂

1
njAmnV̂

1
mℓ +∆tX̂1

pkD
xx
pq X̂

1
qiS̃

0
ij V̂

1
nj |A|mnV̂

1
mℓ(5.1c)380

+ σ
(
∆tX̂1

pkB
0
pV̂

1
0ℓ −∆tŜ1

kℓ

)
,381

382

where S̃0
kℓ := X̂1

pkX
0
piS

0
ijV

0
nj V̂

1
nℓ. The internal energy is then updated via383

B1
p = B0

p + σ∆t
(
X̂1

piŜ
1
ij V̂

1
0j −B1

p

)
.(5.1d)384

385

However, this numerical method has the undesirable property that it can increase386

the total energy during a time step. In Theorem 5.1 we show this analytically. This387

behavior is, obviously, completely unphysical.388

Theorem 5.1. Let u0 ∈ Rnx×N with entries u0
pm = X0

pkS
0
kℓV

0
mℓ denote the angu-389

larly and spatially discretized low-rank approximation of the function f at time t = t0,390

and u1 ∈ Rnx×N with entries u1
αβ = X̂1

αkŜ
1
kℓV̂

1
βℓ denote the basis augmented angularly391

and spatially discretized low-rank approximation at time t = t1 using the rank-adaptive392

BUG integrator. Further, B0 ∈ Rnx shall denote the spatially discretized low-rank ap-393

proximation of B at time t = t0, and B1 ∈ Rnx at time t = t1, respectively. The total394

energy at time t = t0 is denoted by E0 and E1 at time t = t1, respectively. Then, there395

exist initial value pairs (u0,B0) and time step sizes ∆t such that the naive scheme396

(5.1) results in (u1,B1) for which the total energy increases, i.e. for which E1 > E0.397

Proof. Let us multiply the S-step (5.1c) with X̂1
αkV̂

1
βℓ and sum over k and ℓ.398

Again we make use of the projections PX,1
αp = X̂1

αkX̂
1
pk and PV,1

mβ = V̂ 1
mℓV̂

1
βℓ. With the399

definition of S̃0
kℓ we obtain400

u1
αβ =u0

pm − PX,1
αp ∆tDx

pqu
0
qnAmnP

V,1
mβ + PX,1

αp ∆tDxx
pq u

0
qn|A|mnP

V,1
mβ(5.2)401

+ σ
(
∆tPX,1

αp B0
pδm0P

V,1
mβ −∆tu1

αβ

)
.402

403

Let us choose a constant solution in space, i.e., B1
p = B1 and u1

αβ = u1δβ0 for404

all spatial indices p, α = 1, ..., nx. The scalar values B1 and u1 are chosen such that405

B1 = u1 + α where406

0 < α <
σ∆t

1 + σ∆t+ σ2∆t2 + 1
2σ

3∆t3
u1.407

408

We can now verify that we obtain our chosen values for B1
p and u1

αβ after a single step409

of (5.2) when using the initial condition410

B0
p =B1 + σ∆tα = u1 + α(1 + σ∆t),(5.3a)411

u0
pm =

(
u1 + σ∆t(u1 −B0

p)
)
δm0 =

(
u1 − σ∆tα(1 + σ∆t)

)
δm0.(5.3b)412413

To show this, note that since the solution is constant in space, all terms containing414

the stencil matrices Dx and Dxx drop out and we are left with415

u1
αβ = u0

pm + σ
(
∆tPX,1

αp B0
pδm0P

V,1
mβ −∆tu1

αβ

)
.(5.4)416

417
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Since B0
p is constant in space and δm0 lies in the span of our basis, we know that418

all projections in the above equation are exact. Plugging the initial values (5.3) into419

(5.4) we then directly obtain u1
αβ = u1δβ0. Similarly, by plugging (5.3) into (5.1d),420

we obtain B1
p = B1.421

Then, we square both of the initial terms (5.3) to get422

(B0
p)

2 =(B1)2 + 2σ∆tαB1 + σ2∆t2α2 = (B1)2 + 2σ∆tα(u1 + α) + σ2∆t2α2,423

(u0
pm)2 =

(
(u1)2 − 2σ∆tαu1(1 + σ∆t) + σ2∆t2α2(1 + σ∆t)2

)
δm0.424425

Summing over p and m, adding these two terms and multiplying with 1
2 yields426

E1 = E0 + σ2∆t2αu1 − σ∆tα2 − 1

2
σ2∆t2α2 − 1

2
σ2∆t2α2(1 + σ∆t)2.427

428

Note that E1 > E0 if429

σ∆tu1 − α− 1

2
σ∆tα− 1

2
σ∆tα(1 + σ∆t)2 > 0.430

431

Rearranging gives432

α <
σ∆t

1 + σ∆t+ σ2∆t2 + 1
2σ

3∆t3
u1.433

434

This is exactly the domain α is chosen from. Hence, we have E1 > E0, which is the435

desired result.436

5.2. Energy stable space-time discretization. We have seen that the naive437

scheme presented in (5.1) can increase the total energy in one time step. The main438

goal of this section is to construct a novel energy stable time integration scheme for439

which the corresponding analysis leads to a classic hyperbolic CFL condition that440

enables us to operate up to a time step size of ∆t = CFL ·∆x. For constructing this441

energy stable scheme, we write the original equations in two parts followed by a basis442

augmentation and correction step.443

In detail, we first solve444

K⋆
pk =K0

pk −∆tDx
qpK

0
pjV

0
njAmnV

0
mk +∆tDxx

qpK
0
pjV

0
nj |A|mnV

0
mk,(5.5a)445

L⋆
mk =L0

mk −∆tX0
qkD

x
qpX

0
piL

0
niAmn +∆tX0

qkD
xx
qpX

0
piL

0
ni|A|mn.(5.5b)446447

We perform a QR-decomposition of the augmented quantities X⋆R = [K⋆,X0] and448

V⋆R̃ = [L⋆,V0] to obtain the augmented and time updated bases X⋆ and V⋆. Note449

that R and R̃ are discarded. With S̃0
αβ = X⋆

jαX
0
jℓS

0
ℓmV 0

kmV ⋆
kβ we then solve the S-step450

equation451

S⋆
αβ = S̃0

αβ−∆tX⋆
pαD

x
pqX

⋆
qiS̃

0
ijV

⋆
njAmnV

⋆
mβ +∆tX⋆

pαD
xx
pqX

⋆
qiS̃

0
ijV

⋆
nj |A|mnV

⋆
mβ .(5.5c)452453

Second, we solve the coupled equations for the internal energy B ∈ Rnx and the454

quantity û1
0 = (û1

j0)j ∈ Rnx to which we refer as the zeroth order moment according455

to456

û1
j0 =X0

jℓS
0
ℓmV 0

0m −∆tDx
jiX

⋆
inS̃

0
nmV ⋆

ℓmA0ℓ +∆tDxx
ji X

⋆
inS̃

0
nmV ⋆

ℓm|A|0ℓ(5.5d)457

+ σ∆t(B1
j − û1

j0),458

B1
j =B0

j + σ∆t(û1
j0 −B1

j ).(5.5e)459460
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Following [21, Section 6] we perform the opacity update only on L = V⋆S⋆ according461

to462

L⋆,scat
mk =

1

1 +∆tσ
Lmk for k ̸= 0(5.5f)463

464

and perform a QR-decomposition V⋆,scatS⋆,scat,⊤ = L⋆,scat to retrieve the factorized465

basis V⋆,scat and the coefficients from the matrix S⋆,scat. We then augment the basis466

matrices according to467

X̃1 = qr([û1
0,X

⋆]), Ṽ1 = qr([e1,V
⋆,scat]).(5.5g)468469

Third, the coefficient matrix is updated via470

S̃1 = X̃1,⊤X⋆S⋆,scatV⋆,scat,⊤(I− e1e
⊤
1 )Ṽ

1 + X̃1,⊤û1
0e1,⊤Ṽ

1 ∈ R(2r+1)×(2r+1).

(5.5h)

471472

Then, we obtain the updated solution X̃1S̃1Ṽ1,⊤ ∈ Rnx×N . Lastly, we truncate this473

rank 2r + 1 solution to a new rank r1 using a suited truncation strategy such as474

proposed in [6] or the conservative truncation strategy of [14]. This finally gives the475

low-rank factors X1,S1 and V1. We show that the given scheme is energy stable and476

start with the following Lemma.477

Lemma 5.2. Let us denote u1
jk := X̃1

jαS̃
1
αβṼ

1
kβ. Under the time step restriction478

∆t ≤ ∆x it holds479

∆t

2
(Dx

jiu
1
jkAkℓ −Dxx

ji u
1
jk|A|kℓ)2 −

(
D+

jiu
1
ik|A|1/2kℓ

)2
≤ 0.(5.6)480

481

Proof. Following [21], we employ a Fourier analysis which allows us to write the482

stencil matrices Dx,xx,+ in diagonal form. Let us define E ∈ Cnx×nx with entries483

Ekα =
√
∆x exp(iαπxk), k, α = 1, ..., nx484485

with i ∈ C being the imaginary unit. Then, the matrix E is orthonormal, i.e., EEH =486

EHE = I (the uppercase H denotes the complex transpose) and it diagonalizes the487

stencil matrices:488

Dx,xx,+E = EΛx,xx,+ .(5.7)489490

The matrices Λx,xx,+ are diagonal with entries491

λx
α,α =

1

2∆x
(eiαπ∆x − e−iαπ∆x) =

i

∆x
sin(ωα) ,492

λxx
α,α =

1

2∆x

(
eiαπ∆x − 2 + e−iαπ∆x

)
=

1

∆x
(cos(ωα)− 1) ,493

λ+
α,α =

1√
2∆x

(
eiαπ∆x − 1

)
=

1√
2∆x

(cos(ωα) + i sin(ωα)− 1) ,494
495

where we use ωα := απ∆x. Moreover, recall that we can write A = QMQ⊤ where496

M = diag(σ1, · · · , σN ). We then have with ûjk = EjℓuℓmQmk497

∆t

2
(Dx

jiu
1
jkAkℓ −Dxx

ji u
1
jk|A|kℓ)2 −

(
D+

jiu
1
ik|A|1/2kℓ

)2
498

=
∆t

2

∣∣λx
jj û

1
jkσk − λxx

jj û
1
jk|σk|

∣∣2 − ∣∣∣λ+
jj û

1
jk|σk|1/2

∣∣∣2499

≤
[
∆t

(
|σk|2

∆x2
· |1− cos(ωj)|

)
− |σk|

∆x
· |1− cos(ωj)|

]
(û1

jk)
2.500

501

This manuscript is for review purposes only.



14 L. BAUMANN, L. EINKEMMER, C. KLINGENBERG, J. KUSCH

To ensure negativity, we must have502

∆t

(
|σk|2

∆x2
· |1− cos(ωj)|

)
≤ |σk|

∆x
· |1− cos(ωj)| .503

504

Hence, for ∆t ≤ ∆x
|σk| equation (5.6) holds. Since |σk| ≤ 1, we have proven the Lemma.505

We can now show energy stability of the proposed scheme:506

Theorem 5.3. Under the time step restriction ∆t ≤ ∆x, the scheme (5.5) is507

energy stable, i.e.,508

∥B1∥2E + ∥X1S1V1,⊤∥2F ≤ ∥B0∥2E + ∥X0S0V0,⊤∥2F .(5.8)509510

Proof. First, we multiply (5.5e) with B1
j and sum over j. Then,511 (

B1
j

)2
=B0

jB
1
j + σ∆t

(
u1
j0B

1
j −

(
B1

j

)2)
.512

513

Let us note that514

B0
jB

1
j =

(
B1

j

)2
2

+

(
B0

j

)2
2

− 1

2
(B1

j −B0
j )

2.515
516

Hence,517

1

2

(
B1

j

)2
=
1

2

(
B0

j

)2 − 1

2
(B1

j −B0
j )

2 + σ∆t
(
u1
j0B

1
j −

(
B1

j

)2)
.(5.9)518

519

To obtain a similar expression for (u1
jk)

2, we multiply (5.5c) with X⋆
jαV

⋆
kβ and520

sum over α and β. For simplicity of notation, let us define u⋆
jk := X⋆

jαS
⋆
αβV

⋆
kβ and521

u0
jk := X⋆

jαS̃
0
αβV

⋆
kβ as well as the projections PX

jp := X⋆
jαX

⋆
pα and PV

km := V ⋆
kβV

⋆
mβ .522

Then, we obtain the system523

u⋆
jk = u0

jk −∆tPX
jpD

x
pqu

0
qnAmnP

V
km +∆tPX

jpD
xx
pq u

0
qn|A|mnP

V
km.(5.10)524525

Next, we define u1
jk := X̃1

jαS̃
1
αβṼ

1
kβ and note that by construction we have that526

u1
jk =

u⋆
jk(1− δk0)

1 + σ∆t
+ û1

j0δk0.527
528

Hence, plugging in the schemes for u⋆
jk and û1

j0, that is, (5.10) and (5.5d) we get529

(1 + σ∆t)u1
jk =

(
u0
jk −∆tPX

jpD
x
pqu

0
qnAmnP

V
km +∆tPX

jpD
xx
pq u

0
qn|A|mnP

V
km

)
(1− δk0)530

+
(
X0

jℓS
0
ℓmV 0

0m −∆tDx
jiX

⋆
inS̃

0
nmV ⋆

ℓmA0ℓ +∆tDxx
ji X

⋆
inS̃

0
nmV ⋆

ℓm|A|0ℓ531

+ σ∆tB1
j

)
δk0.532

533

Let us note that PV
kmPX

jpu
1
jk = u1

jk for k ̸= 0. Hence, multiplying the above equation534

with u1
jk and summing over j and k gives535

1

2

(
u1
jk

)2
=

1

2

(
u0
jk

)2 − 1

2
(u1

jk − u0
jk)

2−∆tu1
jkD

x
jiu

0
iℓAkℓ +∆tu1

jkD
xx
ji u

0
iℓ|A|kℓ536

+σ∆tu1
jk(B

1
j δk0 − u1

jk).537538
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Let us now add the zero term ∆tu1
jkD

x
jiu

1
iℓAkℓ and add and subtract the term539

∆tu1
jkD

xx
ji u

1
iℓ|A|kℓ. Then,540

1

2

(
u1
jk

)2
=

1

2

(
u0
jk

)2 − 1

2
(u1

jk − u0
jk)

2−∆tu1
jkD

x
ji(u

0
iℓ − u1

iℓ)Akℓ541

+∆tu1
jkD

xx
ji (u

0
iℓ − u1

iℓ)|A|kℓ +∆tu1
jkD

xx
ji u

1
iℓ|A|kℓ542

+σ∆tu1
jk(B

1
j δk0 − u1

jk).543544

In the following, we use Young’s inequality which states that for a, b ∈ R we have545

a · b ≤ a2

2 + b2

2 . We now apply this to the term546

−∆tu1
jkD

x
ji(u

0
iℓ − u1

iℓ)Akℓ +∆tu1
jkD

xx
ji (u

0
iℓ − u1

iℓ)|A|kℓ547

≤ 1

2
(u0

iℓ − u1
iℓ)

2 +
∆t2

2
(Dx

jiu
1
jkAkℓ −Dxx

ji u
1
jk|A|kℓ)2.548

549

Hence, using u1
jkD

xx
ji u

1
iℓ|A|kℓ = −

(
D+

jiu
1
ik|A|1/2kℓ

)2
we get550

1

2

(
u1
jk

)2 ≤ 1

2

(
u0
jk

)2
+
∆t2

2
(Dx

jiu
1
jkAkℓ −Dxx

ji u
1
jk|A|kℓ)2 −∆t

(
D+

jiuik|A|1/2kℓ

)2
551

+σ∆tu1
jk(B

1
j δk0 − u1

jk).(5.11)552553

As for the continuous case, we add (5.11) and (5.9) to obtain a time update equation554

for E0 := 1
2

(
u0
jk

)2
+ 1

2

(
B0

j

)2
:555

E1 ≤ E0+
∆t2

2
(Dx

jiu
1
jkAkℓ −Dxx

ji u
1
jk|A|kℓ)2 −∆t

(
D+

jiu
1
ik|A|1/2kℓ

)2
556

+σ∆t(u1
j0B

1
j − (u1

jk)
2)− 1

2
(B1

j −B0
j )

2 + σ∆t
(
u1
j0B

1
j −

(
B1

j

)2)
557

≤ E0+
∆t2

2
(Dx

jiu
1
jkAkℓ −Dxx

ji u
1
jk|A|kℓ)2 −∆t

(
D+

jiu
1
ik|A|1/2kℓ

)2
558

−σ∆t(B1
j − u1

jk)
2 − 1

2
(B1

j −B0
j )

2.(5.12)559
560

With Lemma 5.2 we have that561

∆t

2
(Dx

jiu
1
jkAkℓ −Dxx

ji u
1
jk|A|kℓ)2 −

(
D+

jiu
1
ik|A|1/2kℓ

)2
≤ 0562

563

for ∆t ≤ ∆x. Since the truncation step is designed to not alter the zero order564

moments, we conclude that E1 ≤ E0 and the full scheme is energy stable under the565

time step restriction ∆t ≤ ∆x.566

6. Mass conservation. A drawback of dynamical low-rank approximation us-567

ing the classical integrators introduced in Section 1 is that the method does not pre-568

serve physical invariants. It has been shown in [12] that this problem can be overcome569

when using a modified L-step equation. On this basis, [14, 17] have presented conser-570

vative DLRA algorithms where they additionally introduced a conservative truncation571

step. In contrast to [14, 17] we do not need to consider a modified L-step equation due572

to the applied basis augmentation strategy from [6], but use the conservative trun-573

cation step. Then we can show that besides being energy stable, our scheme ensures574

local conservation of mass. The conservative truncation strategy works as follows:575
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1. Compute K̃ = X̃1S̃1 and split it into two parts K̃ = [K̃cons, K̃rem] where576

K̃cons corresponds to the first and K̃rem consists of the remaining columns of577

K̃.578

Analogously, distribute Ṽ1 = [Ṽcons, Ṽrem] where Ṽcons corresponds to the579

first and Ṽrem consists of the remaining columns of Ṽ.580

2. Derive Xcons = K̃cons/∥K̃cons∥ and Scons = ∥K̃cons∥.581

3. Perform a QR-decomposition of K̃rem to obtain K̃rem = X̃remS̃rem.582

4. Compute the singular value decomposition of S̃rem = UΣW⊤ with Σ =583

diag(σj). Given a tolerance ϑ, choose the new rank r1 ≤ 2r as the minimal584

number such that585  2r∑
j=r1+1

σ2
j

1/2

≤ ϑ.586

587

Let Srem be the r1×r1 diagonal matrix with the r1 largest singular values and588

let Urem and Wrem contain the first r1 columns of U and W, respectively.589

Set Xrem = X̃remUrem and Vrem = ṼremWrem.590

5. Set X̂ = [Xcons,Xrem] and V̂ = [e1,V
rem]. Perform a QR-decomposition of591

X̂ = X1R1 and V̂ = V1R2.592

6. Set593

S1 = R1

[
Scons 0
0 Srem

]
R2,⊤.594

595

The updated solution at time t1 = t0 +∆t is then given by u1 = X1S1V1,⊤.596

Then, the scheme is conservative:597

Theorem 6.1. The scheme (5.5) is locally conservative. That is, for the scalar598

flux at time tn denoted by Φn
j = Xn

jℓS
n
ℓmV n

0m, where n ∈ {0, 1} and u0
jk = X0

jℓS
0
ℓmV 0

km599

it fulfills the conservation law600

Φ1
j =Φ0

j −∆tDx
jiu

0
iℓA0ℓ +∆tDxx

ji u
0
iℓ|A|0ℓ + σ∆t(B1

j − Φ1
j ),(6.1a)601

B1
j =B0

j + σ∆t(Φ1
j −B1

j ).(6.1b)602603

Proof. The conservatice truncation step is designed such that it does not alter604

the first column of X̃1S̃1Ṽ1,⊤. Together with the basis augmentation (5.5g) and605

correction step (5.5f) we then know that606

Φ1
j = X1

jℓS
1
ℓmV 1

0m = X̃1
jℓS̃

1
ℓmṼ 1

0m = û1
j0.607608

Hence, with (5.5d) and (5.5e) we get that609

Φ1
j =X0

jℓS
0
ℓmV 0

0m −∆tDx
jiX

⋆
inS̃

0
nmV ⋆

ℓmA0ℓ +∆tDxx
ji X

⋆
inS̃

0
nmV ⋆

ℓm|A|0ℓ610

+ σ∆t(B1
j − Φ1

j ),611

B1
j =B0

j + σ∆t(Φ1
j −B1

j ).612613

Since the basis augmentation with X0 and V0 ensures X0
jℓS

0
ℓmV 0

0m = X⋆
inS̃

0
nmV ⋆

ℓm =614

u0
iℓ, the local conservation law (6.1) holds.615

Hence, equipped with a conservative truncation step, the energy stable algorithm616

presented in (5.5) conserves mass locally. To give an overview of the algorithm, we617

visualize the main steps in Figure 1.618
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input
• internal energy at time t0: B

0
j

• factored moments at time t0: X
0
jℓ, S

0
ℓm, V 0

km

• rank at time t0: r

update basis according to (5.5a) and (5.5b).

augment basis with X0
jℓ, V

0
km

update coefficient matrix according to (5.5c)

update scalar flux and internal energy according to (5.5d), (5.5e)

perform absorption step according to (5.5f)

augment basis according to (5.5g) with û1
j0

correct coefficient matrix S⋆
ℓm according to (5.5h)

truncate factors X̃1
jℓ, S̃

1
ℓm, Ṽ 1

km

output
• internal energy at time t1: B

1
j

• factored moments at time t1: X
1
jℓ, S

1
ℓm, V 1

km

• rank at time t1: r1

B1
j , û

1
j0

X⋆
jℓ, V

⋆
km

S⋆
αβ

K⋆
jℓ, L

⋆
km

V ⋆,scat
km , S⋆,scat

αβ

X̃1
jℓ

S̃1
ℓm

Fig. 1. Flowchart of the stable and conservative method (5.5).

7. Numerical results. In this section we give numerical results to validate the619

proposed DLRA algorithm. The source code to reproduce the presented numerical620

results is openly available, see [2].621

7.1. 1D Plane source. We consider the thermal radiative transfer equations622

as described in (2.1a) on the spatial domain D = [−10, 10]. As initial distribution we623

choose a cutoff Gausian624

u(t = 0, x) = max

(
10−4,

1√
2πσ2

IC

exp

(
− (x− 1)2

2σ2
IC

))
,625

626

with constant deviation σIC = 0.03. Particles are initially centered around x = 1 and627

move into all directions µ ∈ [−1, 1]. The initial value for the internal energy is set to628
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B0 = 1 and we start computations with a rank of r = 20. The opacity σ is set to the629

constant value of 1. Note that this setting is an extension of the so-called plane source630

problem, which is a common test case for the radiative transfer equation [16]. In the631

context of dynamical low-rank approximation it has been studied in [6, 21, 34, 36].632

We compare the solution of the full coupled-implicit system without DLRA which633

reads634

u1
jk =u0

jk −∆tDx
jiu

0
iℓAkℓ +∆tDxx

ji u
0
iℓ|A|kℓ + σ∆t(B1

j δk0 − u1
jk)(7.1a)635

B1
j =B0

j + σ∆t(u1
j0 −B1

j )(7.1b)636637

to the presented energy stable mass conservative DLRA solution from (5.5). We638

refer to (7.1) as the full system. The total mass at any time tn shall be defined as639

mn = ∆x
∑

j

(
un
j0 +Bn

j

)
. As computational parameters we use nx = 1000 cells in the640

spatial domain and N = 500 moments to represent the directional variable. The time641

step size is chosen as ∆t = CFL ·∆x with a CFL number of CFL = 0.99. In Figure642

2 we present computational results for the solution f(x, µ), the scalar flux Φ = ⟨f⟩µ643

and the temperature T at the end time tend = 8. Further, the evolution of the rank644

r in time, and the relative mass error |m0−mn|
∥m0∥ are shown. One can observe that the645

DLRA scheme captures well the behaviour of the full system. For a chosen tolerance646

of ϑ = 10−1∥Σ∥2 the rank increases up to r = 24 before it reduces again. The relative647

mass error is of order O(10−14). Hence, our proposed scheme is mass conservative up648

to machine precision.649

7.2. 1D Su-Olson problem. For the next test problem we add a source term650

Q(x) to the previously investigated equations leading to651

∂tf(t, x, µ) + µ∂xf(t, x, µ) = σ(B(t, x)− f(t, x, µ)) +Q(x),652

∂tB(t, x) = σ(⟨f(t, x, ·)⟩µ −B(t, x)).653654

In our example we use the source function Q(x) = χ[−0.5,0.5](x)/a with a = 4σSB

c655

being the radiation constant. Again we consider the spatial domain D = [−10, 10]656

and choose the initial condition657

u(t = 0, x) = max

(
10−4,

1√
2πσ2

IC

exp

(
− (x− 1)2

2σ2
IC

))
,658

659

with constant deviation σIC = 0.03 and particles moving into all directions µ ∈660

[−1, 1]. The initial value for the internal energy is set to B0 = 50, the initial value661

for the rank to r = 20. The opacity σ is again chosen to have the constant value662

of 1. As computational parameters we use nx = 1000 cells in the spatial domain663

and N = 500 moments to represent the directional variable. The time step size is664

chosen as ∆t = CFL ·∆x with a CFL number of CFL = 0.99. The isotropic source665

term generates radiation particles flying through and interacting with a background666

material. The interaction is driven by the opacity σ. In turn, particles heat up the667

material leading to a travelling temperature front, also called a Marshak wave [26].668

Again this travelling heat wave can lead to the emission of new particles from the669

background material generating a particle wave. At a given time point tend = 3.16670

this waves can be seen in Figure 3 where we display numerical results for the solution671

f(x, µ), the scalar flux Φ = ⟨f⟩µ and the temperature T . We compare the solution of672

the full coupled-implicit system differing from (7.1) by an additional source term to the673

presented energy stable mass conservative DLRA solution from (5.5) where we have674
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Fig. 2. Top row: Numerical results for the solution f(x, µ) of the plane source problem at time
tend = 8 computed with the full coupled-implicit system (left) and the DLRA system (right). Middle
row: Travelling particle (left) and heat wave (right) for both the full system and the DLRA system.
Bottom row: Evolution of the rank in time for the DLRA method (left) and relative mass error
compared for both methods (right).

also added this source term. Further, the evolution of the rank in time is presented for675

a tolerance parameter of ϑ = 10−2∥Σ∥2. Again we observe that the proposed DLRA676

scheme approximates well the behaviour of the full system. In addition, a very low677

rank is sufficient to obtain accurate results. Note that due to the source term there678

is no mass conservation in this example.679

7.3. 2D Beam. To approve computational benefits of the presented method we680

extend it to a two-dimensional setting. The set of equations becomes:681

∂tf(t,x,Ω) +Ω · ∇xf(t,x,Ω) = σ(B(t,x)− f(t,x,Ω)),682

∂tB(t,x) = σ(⟨f(t,x, ·)⟩Ω −B(t,x)).683684
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Fig. 3. Top row: Numerical results for the solution f(x, µ) of the Su-Olson problem at time
tend = 3.16 computed with the full coupled-implicit system (left) and the DLRA system (right).
Middle row: Travelling particle (left) and heat wave (right) for both the full system and the DLRA
system. Bottom row: Evolution of the rank in time for the DLRA method.

For the numerical experiments let x = (x1, x2) ∈ [−1, 1]× [−1, 1],Ω = (Ω1,Ω2,Ω3) ∈685

S2 and σ = 0.5. The initial condition of the two-dimensional beam is given by686

f(t = 0,x,Ω) = 106 · 1

2πσ2
x

exp

(
−∥x∥2

2σ2
x

)
· 1

2πσ2
Ω

exp

(
− (Ω1 − Ω⋆)2 + (Ω3 − Ω⋆)2

2σ2
Ω

)
,687

688

with Ω⋆ = 1√
2
, σx = σΩ = 0.1. The initial value for the internal energy is set to689

B0 = 1, the initial value for the rank to r = 100. The total mass at any time tn690

shall be defined as mn = ∆x1∆x2

∑
j

(
un
j0 +Bn

j

)
. We perform our computations on691

a spatial grid with NCellsX = 500 points in x1 and NCellsY = 500 points in x2. For692

the angular basis we use again a modal approach, namely the spherical harmonics693

(PN ) method. Technical details can be found in [4, 31, 29], whereas [36, 22] relates694

the method to dynamical low-rank approximation. The polynomial degree shall be695
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chosen large enough such that the behaviour is captured correctly but small enough to696

stay in a reasonable computational regime. An increasing order of unknowns usually697

leads to an increasing complexity and therefore to the need of a higher polynomial698

degree. For our example we use a polynomial degree of nPN = 29 corresponding to 900699

expansion coefficients in angle. The time step size is chosen as ∆t = CFL ·∆x with700

a CFL number of CFL = 0.7. We compare the solution of the two-dimensional full701

system corresponding to (7.1) to the two-dimensional DLRA solution corresponding702

to (5.5). The extension to two dimensions is straightforward. In Figure 4 we show703

numerical results for the scalar flux Φ =
∫
S2 f(t,x, ·) dΩ and the temperature T at the704

time t = 0.5. We again observe the accuracy of the proposed DLRA scheme. For this705

setup the computational benefit of the DLRA method is significant as the run time706

compared to the solution of the full problem is reduced by a factor of approximately707

8 from 20023 seconds to 2509 seconds. For the evolution of the rank r in time and708

the relative mass error |m0−mn|
∥m0∥ we consider a time interval up to t = 1.5. In Figure709

5 one can observe that for a chosen tolerance parameter of ϑ = 5 · 10−4∥Σ∥2 the710

rank increases but does not approach its allowed maximal value of 100. Further,711

the relative mass error stagnates and the DLRA method shows its mass conservation712

property.713

Fig. 4. Numerical results of the scalar flux and the temperature for the 2D beam example for
the full coupled-implicit system (left) and the DLRA system (right) at the time t = 0.5.
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Fig. 5. Evolution of the rank in time for the 2D beam example for the DLRA method (left)
and relative mass error compared for both methods (right) until a time of t = 1.5.

8. Conclusion and outlook. We have introduced an energy stable and mass714

conservative dynamical low-rank algorithm for the Su-Olson problem. The key points715

leading to these properties consist in treating both equations in a coupled-implicit716

way and using a mass conservatice truncation strategy. Numerical examples both in717

1D and 2D validate the accuracy of the DLRA method. Its efficiency compared to718

the solution of the full system can especially be seen in the two-dimensional setting.719

For future work, we propose to implement the parallel integrator of [7] for further en-720

hancing the efficiency of the DLRA method. Moreover, we expect to draw conclusions721

from this Su-Olson system to the Boltzmann-BGK system and the DLRA algorithm722

presented in [11] regarding stability and an appropriate choice of the size of the time723

step.724

725
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