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Abstract. The active flux (AF) method is a compact high-order finite volume method that4
simultaneously evolves cell averages and point values at cell interfaces. Within the method of lines5
framework, the existing Jacobian splitting-based point value update incorporates the upwind idea6
but suffers from a stagnation issue for nonlinear problems due to inaccurate estimation of the up-7
wind direction and also from a mesh alignment issue partially resulting from decoupled point value8
updates. This paper proposes to use flux vector splitting for the point value update, offering a9
natural and uniform remedy to those two issues. To improve robustness, this paper also develops10
bound-preserving (BP) AF methods for hyperbolic conservation laws. Two cases are considered:11
preservation of the maximum principle for the scalar case, and preservation of positive density and12
pressure for the compressible Euler equations. The update of the cell average is rewritten as a convex13
combination of the original high-order fluxes and robust low-order (local Lax-Friedrichs or Rusanov)14
fluxes, and the desired bounds are enforced by choosing the right amount of low-order fluxes. A15
similar blending strategy is used for the point value update. In addition, a shock sensor-based lim-16
iting is proposed to enhance the convex limiting for the cell average, which can suppress oscillations17
well. Several challenging tests are conducted to verify the robustness and effectiveness of the BP AF18
methods, including flow past a forward-facing step and high Mach number jets.19
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1. Introduction. This paper focuses on the development of robust active flux23
(AF) methods for hyperbolic conservation laws. The AF method is a new finite vol-24
ume method [17, 16, 18, 36], that was inspired by [39]. Apart from cell averages, it25
incorporates additional degrees of freedom (DoFs) as point values located at the cell26
interfaces, evolved simultaneously with the cell average. The original AF method em-27
ploys a globally continuous representation of the numerical solution using a piecewise28
quadratic reconstruction, leading naturally to a third-order accurate method with a29
compact stencil. The introduction of point values at the cell interfaces avoids the us-30
age of Riemann solvers as in usual Godunov methods, because the numerical solution31
is continuous across the cell interface and the numerical flux is available directly.32

The independence of the point value update adds flexibility to the AF methods.33
Based on the evolution of the point value, there are generally two kinds of AF methods.34
The original one uses exact or approximate evolution operators and Simpson’s rule for35
flux quadrature in time, i.e., it does not require time integration methods like Runge-36
Kutta methods. Exact evolution operators have been studied for linear equations37
in [8, 19, 18, 39]. Approximate evolution operators have been explored for Burgers’38
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2 J.M. DUAN, W. BARSUKOW, AND C. KLINGENBERG

equation [17, 16, 36, 5], the compressible Euler equations in one spatial dimension39
[17, 27, 5], and hyperbolic balance laws [7, 6], etc. One of the advantages of the AF40
method over standard finite volume methods is its structure-preserving property. For41
instance, it preserves the vorticity and stationary states for multi-dimensional acoustic42
equations [8], and it is naturally well-balanced for acoustics with gravity [7].43

Since it may not be convenient to derive exact or approximate evolution operators44
for nonlinear systems, especially in multi-dimensions, another kind of generalized AF45
method was presented in [1, 2, 3]. A method of lines was used, where the cell average46
and point value updates are written in semi-discrete form and advanced in time with47
time integration methods. In the point values update, the Jacobian matrix is split48
based on the sign of the eigenvalues (Jacobian splitting (JS)), and upwind-biased sten-49
cils are used to compute the approximation of derivatives. There are some deficiencies50
of the JS-based AF methods, e.g., the stagnation issue [27] for nonlinear problems,51
and mesh alignment issue in 2D to be introduced in Subsection 3.2. Some remedies52
are suggested for the stagnation issue, e.g., using discontinuous reconstruction [27] or53
evaluating the upwind direction using more neighboring information [5].54

Solutions to hyperbolic conservation laws often stay in an admissible state set G,55
also called the invariant domain. For instance, the solutions to initial value problems of56
scalar conservation laws satisfy a strict maximum principle (MP) [14]. Physically, both57
the density and pressure in the solutions to the compressible Euler equations should58
stay positive. It is desired to conceive so-called bound-preserving (BP) methods, i.e.,59
those guaranteeing that the numerical solutions at a later time will stay in G, if the60
initial numerical solutions belong to G. The BP property of numerical methods is very61
important for both theoretical analysis and numerical stability. Many BP methods62
have been developed in the past few decades, e.g., a series of works by Shu and63
collaborators [46, 28, 43], a recent general framework on BP methods [42], and the64
convex limiting approach [21, 25, 30], which can be traced back to the flux-corrected65
transport (FCT) schemes for scalar conservation laws [13, 23, 33, 31]. The previous66
studies on the AF methods pay limited attention to high-speed flows, or problems67
involving strong discontinuities, with some efforts on the limiting for the point value68
update, see e.g. [5, 27, 10]. Although those limitings can reduce oscillations, the69
new cell average may violate the bound even for linear advection [5, 27], and it is70
not straightforward to extend them to the multi-dimensional case. In [10, 9], the71
authors proposed to adopt a discontinuous reconstruction based on the scaling limiter72
[46]. The flux is computed based on the limited point values, resulting in BP AF73
methods for scalar conservation laws. In a very recent paper, the MOOD [11] based74
stabilization was adopted to achieve the BP property [4] in an a posteriori fashion.75

This paper presents a new way for the point value update to cure the stagnation76
and mesh alignment issues, develops suitable BP limitings for the AF methods, and77
also proposes a shock sensor-based limiting to further suppress oscillations. The main78
contributions and findings in this work can be summarized as follows.79
i). We propose to employ the flux vector splitting (FVS) for the point value update,80
which can cure both the stagnation and the mesh alignment issues effectively, because81
the FVS couples the neighboring information in a uniform and natural way. The AF82
method based on the FVS is also shown to give better results than the JS, especially83
the local Lax-Friedrichs (LLF) FVS, in terms of the CFL number and shock-capturing84
ability.85
ii). We develop BP limitings for both the cell average and point value by blending the86
high-order AF methods with the first-order LLF method in a convex combination. The87
main idea is to retain as much as possible of the high-order method while guaranteeing88
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BOUND-PRESERVING ACTIVE FLUX 3

the numerical solutions to be BP, and the blending coefficients are computed by89
enforcing the bounds. We show that using a suitable time step size and BP limitings,90
the BP AF methods satisfy the MP for scalar conservation laws, and preserve positive91
density and pressure for the compressible Euler equations.92
iii). We design a shock sensor-based limiting, which helps to reduce oscillations by93
detecting shock strength. It is shown to strongly improve the shock-capturing ability94
in the numerical tests.95
iv). Several challenging numerical tests are used to demonstrate the robustness and96
effectiveness of our BP AF methods. Moreover, for the forward-facing step problem,97
our BP AF method captures small-scale features better compared to the third-order98
DG method with the TVB limiter on the same mesh resolution, while using fewer99
DoFs, demonstrating its efficiency and potential for high Mach number flows.100

The remainder of this paper is organized as follows. Section 2 introduces the 1D101
AF methods based on the FVS for the point value update. Section 3 extends our102
FVS-based AF methods to the 2D case. To design BP methods, Section 4 describes103
our convex limiting approach for the cell average, and the limiting for the point value.104
The shock sensor-based limiting is also proposed in Section 4 to suppress oscillations.105
The 1D limitings can be reduced from the 2D case, and more details are given in106
Section SM3 in the supplementary material. Some numerical tests are conducted107
in Section 5 to experimentally demonstrate the accuracy, BP properties, and shock-108
capturing ability of the methods. Section 6 concludes the paper with final remarks.109

2. 1D active flux methods. This section presents the generalized AF methods110
using the method of lines for the 1D hyperbolic conservation laws111

(2.1) Ut +F (U)x = 0, U(x,0) = U0(x),112

where U ∈ Rm is the vector of m conservative variables, F ∈ Rm is the flux function,113
and U0(x) is assumed to be initial data of bounded variation. Two cases are of114
particular interest. The first is a scalar conservation law (m = 1)115

(2.2) ut + f(u)x = 0, u(x,0) = u0(x).116

The second case is that of compressible Euler equations of gas dynamics with U =117
(ρ, ρv,E)⊺ and F = (ρv, ρv2+p, (E+p)v)⊺, where ρ denotes the density, v the velocity,118
p the pressure, and E = 1

2
ρv2 + ρe the total energy with e the specific internal energy.119

The perfect gas equation of state (EOS) p = (γ −1)ρe is used to close the system with120
the adiabatic index γ > 1. Note that this paper uses bold symbols to refer to vectors121
and matrices, such that they are easier to distinguish from scalars.122

Assume that a 1D computational domain is divided into N cells Ii = [xi− 1
2
, xi+ 1

2
]123

with cell centers xi = (xi− 1
2
+xi+ 1

2
)/2 and cell sizes ∆xi = xi+ 1

2
−xi− 1

2
, i = 1,⋯,N . The124

DoFs of the AF methods are the approximations to cell averages of the conservative125
variable as well as point values at the cell interfaces, allowing some freedom in the126
choice of the point values, e.g. conservative variables, primitive variables, entropy127
variables, etc. This paper only considers using the conservative variables, and the128
DoFs are denoted by129

(2.3) U i(t) =
1

∆xi
∫
Ii
Uh(x, t) dx, Ui+ 1

2
(t) = Uh(xi+ 1

2
, t),130

where Uh(x, t) is the numerical solution. The cell average is updated by integrating131
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4 J.M. DUAN, W. BARSUKOW, AND C. KLINGENBERG

(2.1) over Ii in the following semi-discrete finite volume manner132

(2.4)
dU i

dt
= − 1

∆xi
[F (Ui+ 1

2
) −F (Ui− 1

2
)] .133

Thus, the accuracy of (2.4) is determined by the approximation accuracy of the point134
values. It was so far (e.g. in [2]) considered sufficient to update the point values with135
any finite-difference-like formula136

(2.5)
dUi+ 1

2

dt
= −R (Ui+ 1

2−l1
(t),U i+1−l1(t),⋯,U i+l2(t),Ui+ 1

2+l2
(t)) , l1, l2 ⩾ 0,137

with R a consistent approximation of ∂F /∂x at xi+ 1
2
, as long as it gave rise to a138

stable method. This paper explores further conditions on R for nonlinear problems.139

2.1. Stagnation issue when using Jacobian splitting. Let us first briefly140
describe the point value update based on the JS [2], which reads141

(2.6)
dUi+ 1

2

dt
= − [J+(Ui+ 1

2
)D+i+ 1

2
(U) + J−(Ui+ 1

2
)D−i+ 1

2
(U)] ,142

where the splitting of the Jacobian matrix J = J+ + J− is defined as143

J± =RΛ±R−1, Λ± = diag{λ±1 , . . . , λ±m},144

based on the eigendecomposition ∂F /∂U = RΛR−1, Λ = diag{λ1, . . . , λm}, where145
λ1,⋯, λm are the eigenvalues, with the columns of R the corresponding eigenvectors,146
and a+ = max{a,0}, a− = min{a,0}. To derive the approximation of the derivatives147
in (2.6), one can first obtain a high-order reconstruction for U in the upwind cell,148
and then differentiate the reconstructed polynomial. As an example, a parabolic149
reconstruction in cell Ii is150

Upara,1(x) = − 3(2U i −Ui− 1
2
−Ui+ 1

2
) x2

∆x2
i

+ (Ui+ 1
2
−Ui− 1

2
) x

∆xi
151

+ 1

4
(6U i −Ui− 1

2
−Ui+ 1

2
)(2.7)152

satisfying Upara,1(±∆xi/2) = Ui± 1
2
, 1

∆xi
∫

∆xi/2

−∆xi/2
Upara,1(x) dx = U i. Then the deriva-153

tives are154

D+i+ 1
2
(U) = U ′para,1(∆xi/2) =

1

∆xi
(2Ui− 1

2
− 6U i + 4Ui+ 1

2
) ,(2.8a)155

D−i+ 1
2
(U) = 1

∆xi+1
(−4Ui+ 1

2
+ 6U i+1 − 2Ui+ 3

2
) .(2.8b)156

One of the deficiencies of using the JS is the stagnation issue that appears in157
certain setups for nonlinear problems, as observed in [27, 5]. As shown in Example 5.1158
for Burgers’ equation, the numerical solution based on the JS without limiting gives159
a spike in the cell average at the initial discontinuity x = 0.2, which grows linearly160
in time. The reason for this behavior is the inaccurate estimation of the upwind161
direction at the cell interface, required to split the Jacobian in (2.6). In this example,162
there are two successive point values with different signs near the initial discontinuity:163
ui− 1

2
= 2, ui+ 1

2
= −1. At the cell interface xi− 1

2
or xi+ 1

2
, depending on the details of164
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BOUND-PRESERVING ACTIVE FLUX 5

initialization, the upwind discretization in (2.8) only uses the data from the left or165
right, leading to zero derivatives, thus the point values ui− 1

2
and ui+ 1

2
stay unchanged.166

However, according to the update of the cell average (2.4), ūi increases gradually167
(which is the observed spike). Proposed solutions to handle the stagnation issue168
involve estimating the Jacobian not only at the relevant cell interface, but also at the169
neighboring interfaces, and to select a better upwind direction (e.g. [5]), or achieve170
the same by blending (e.g. [9]). As will be shown below, using FVS instead of the JS171
naturally has a similar effect.172

2.2. Point value update using flux vector splitting. In this paper, we pro-173
pose to use the FVS for the point value update, which was originally used to identify174
the upwind directions, and is simpler and somewhat more efficient than Godunov-type175
methods for solving hyperbolic systems [38]. The FVS for the point value update reads176

177

(2.9)
dUi+ 1

2

dt
= − [D̃+F +(U) + D̃−F −(U)]

i+ 1
2

,178

where the flux F is split into the positive and negative parts F = F + +F − satisfying179

(2.10) λ(∂F
+

∂U
) ⩾ 0, λ(∂F

−

∂U
) ⩽ 0,180

i.e., all the eigenvalues of ∂F +

∂U
and ∂F −

∂U
are non-negative and non-positive, respectively.181

Different FVS can be adopted as long as they satisfy the constraint (2.10), to be182
discussed later. Finite difference formulae to approximate the flux derivatives are183
obtained as follows. From the reconstruction of U (2.7), one can evaluate the flux184
F , and also the split fluxes F ± pointwise. We compute them at the endpoints of the185
cell and in the middle. Then a parabolic reconstruction for, say, F + in the cell Ii is186
obtained as follows187

F +para,2(x) = 2(F +i− 1
2
− 2F +i +F +i+ 1

2
) x2

∆x2
i

+ (F +i+ 1
2
−F +i− 1

2
) x

∆xi
+F +i ,188

satisfying F +para,2(±∆xi/2) = F +i± 1
2

= F +(Ui± 1
2
), and F +para,2(0) = F +i = F +(Ui). The189

cell-centered point value is Ui = (−Ui− 1
2
+6U i−Ui+ 1

2
)/4. Then the discrete derivatives190

are191

(D̃+F +)
i+ 1

2

= (F +para,2)
′ (∆xi/2) =

1

∆xi
(F +i− 1

2
− 4F +i + 3F +i+ 1

2
) ,(2.11a)192

(D̃−F −)
i+ 1

2

= 1

∆xi+1
(−3F −i+ 1

2
+ 4F −i+1 −F −i+ 3

2
) .(2.11b)193

These finite differences are third-order accurate. While the reconstructions of both194
U and F are parabolic, the coefficients in the formula (2.11) differ from that in [2]195
because (2.11) uses the cell-centered value rather than the cell average.196

The FVS-based point value update borrows the information from the neighbors197
naturally, and can eliminate the generation of the spike effectively, as shown in Fig-198
ure 3, similar to the idea of the remedy in [5]. Note that we still use the original199
continuous reconstruction in the AF methods. We remark that, in AF methods, it is200
not clear how to define the point values at discontinuities, thus there may be other201
methods to fix the stagnation issue.202
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6 J.M. DUAN, W. BARSUKOW, AND C. KLINGENBERG

2.2.1. Local Lax-Friedrichs flux vector splitting. The first FVS we consider203
is the LLF FVS, defined as204

F ± = 1

2
(F (U) ± αU),205

where the choice of α should fulfill (2.10) across the spatial stencil. In our implemen-206
tation, it is determined by207

(2.12) αi+ 1
2
=max

r
{ϱ(Ur)} , r ∈ {i − 1

2
, i, i + 1

2
, i + 1, i + 3

2
} ,208

where ϱ is the spectral radius of ∂F /∂U . One can also choose α to be the maxi-209
mal spectral radius in the whole domain, corresponding to the (global) LF splitting.210
Note, however, that a larger α generally leads to a smaller time step size and more211
dissipation.212

2.2.2. Upwind flux vector splitting. One can also split the Jacobian matrix213
based on each characteristic field,214

(2.13) F ± = 1

2
(F (U) ± ∣J ∣U), ∣J ∣ =R(Λ+ −Λ−)R−1.215

Note that we evaluate the Jacobian at three locations in the cell Ii to get corresponding216
F +. For linear systems, one has F = JU , so (2.13) reduces to the JS, because in this217
case218

F ± = 1

2
(J ± ∣J ∣)U =RΛ±R−1U = J±U ,219

with J± a constant matrix so that D̃±F ±(U) = J±D̃±U , which is the same as J±D±U220
if D+ and D̃+ are derived from the same reconstructed polynomial. In other words, for221
linear systems, the AF methods using this FVS are the same as the original JS-based222
AF methods.223

Such an FVS is also known as the Steger-Warming (SW) FVS [37] for the Euler224
equations, since the “homogeneity property” F = JU holds [38]. One can write down225
the SW FVS explicitly226

F ± =

⎡⎢⎢⎢⎢⎢⎢⎣

ρ
2γ
α±

ρ
2γ
(α±v + a(λ±2 − λ±3))

ρ
2γ
( 1
2
α±v2 + av(λ±2 − λ±3) + a2

γ−1
(λ±2 + λ±3))

⎤⎥⎥⎥⎥⎥⎥⎦

,227

where λ1 = v, λ2 = v + a, λ3 = v − a, α± = 2(γ − 1)λ±1 + λ±2 + λ±3 , and a =
√
γp/ρ is the228

sound speed.229

Remark 2.1. It should be noted that F ± in this FVS may not be differentiable230
with respect to U for nonlinear systems (e.g. Euler), as the splitting is based on the231
absolute value. In [40], the mass flux of F ± is shown to be not differentiable, which232
might explain the accuracy degradation in Example 5.7.233

2.2.3. Van Leer-Hänel flux vector splitting for the Euler equations.234
Another popular FVS for the Euler equations was proposed by van Leer [40], and235
improved by [26]. The flux can be split based on the Mach number M = v/a as236

F =
⎡⎢⎢⎢⎢⎢⎣

ρaM
ρa2(M2 + 1

γ
)

ρa3M( 1
2
M2 + 1

γ−1
)

⎤⎥⎥⎥⎥⎥⎦
= F + +F −, F ± =

⎡⎢⎢⎢⎢⎢⎣

± 1
4
ρa(M ± 1)2

± 1
4
ρa(M ± 1)2v + p±
± 1

4
ρa(M ± 1)2H

⎤⎥⎥⎥⎥⎥⎦
,237
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BOUND-PRESERVING ACTIVE FLUX 7

with the enthalpy H = (E + p)/ρ, and the pressure splitting p± = 1
2
(1 ± γM)p. This238

FVS gives a quadratic differentiable splitting with respect to the Mach number.239

Remark 2.2. Different FVS may lead to different stability conditions but it is240
difficult to perform the analysis theoretically. We provide experimental CFL numbers241
for different FVS in some 1D tests. Our numerical tests in Section 5 show that the AF242
methods based on the FVS generally give better results than the JS, and the LLF FVS243
is the best among all the three FVS in terms of the CFL number and non-oscillatory244
property for high-speed flows involving strong discontinuities.245

2.3. Time discretization. The fully-discrete scheme is obtained by using the246
SSP-RK3 method [20]247

(2.14)

U∗ = Un +∆tnL (Un) ,

U∗∗ = 3

4
Un + 1

4
(U∗ +∆tnL (U∗)) ,

Un+1 = 1

3
Un + 2

3
(U∗∗ +∆tnL (U∗∗)) ,

248

where L is the right-hand side of the semi-discrete schemes (2.4) or (2.5). The time249
step size is determined by the usual CFL condition250

(2.15) ∆tn = CCFL

max
i
{ϱ(U i)/∆xi}

.251

3. 2D active flux methods on Cartesian meshes. This section presents the252
generalized AF methods using the method of lines for the 2D hyperbolic conservation253
laws254

(3.1) Ut +F1(U)x +F2(U)y = 0, U(x, y,0) = U0(x, y).255

We will consider the scalar conservation law256

(3.2) ut + f1(u)x + f2(u)y = 0, u(x, y,0) = u0(x, y),257

and the Euler equations with U = (ρ, ρv,E)⊺, F1 = (ρv1, ρv21 + p, ρv1v2, (E + p)v1)⊺,258
F2 = (ρv2, ρv1v2, ρv22 +p, (E +p)v2)⊺, where v = (v1, v2) is the velocity vector, and the259
other notations are the same as for 1D in Section 2. The SSP-RK3 method is used to260
obtain the fully-discrete method.261

Assume that a 2D computational domain is divided into N1 × N2 cells, Ii,j =262
[xi− 1

2
, xi+ 1

2
] × [yj− 1

2
, yj+ 1

2
] with the cell sizes ∆xi = xi+ 1

2
− xi− 1

2
,∆yj = yj+ 1

2
− yj− 1

2
,263

and cell centers (xi, yj) = ( 12(xi− 1
2
+ xi+ 1

2
), 1

2
(yj− 1

2
+ yj+ 1

2
)), i = 1,⋯,N1, j = 1,⋯,N2.264

The DoFs consist of the cell average U i,j(t) = 1
∆xi∆yj

∫Ii,j Uh(x, y, t) dxdy, the face-265

centered values Ui+ 1
2 ,j
(t) = Uh(xi+ 1

2
, yj , t),Ui,j+ 1

2
(t) = Uh(xi, yj+ 1

2
, t), and the value266

at the corner Ui+ 1
2 ,j+

1
2
(t) = Uh(xi+ 1

2
, yj+ 1

2
, t), where Uh(x, y, t) is the numerical so-267

lution. A sketch of the DoFs for the third-order AF method (for the scalar case) is268
given in Figure 1.269

The cell average is evolved as follows270

(3.3)
dU i,j

dt
= − 1

∆xi
(F̂i+ 1

2 ,j
− F̂i− 1

2 ,j
) − 1

∆yj
(F̂i,j+ 1

2
− F̂i,j− 1

2
) ,271
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u
i+1

2
,j+1

2

u
i+1

2
,j−1

2

u
i−1

2
,j−1

2

u
i−1

2
,j+1

2

u
i−1

2
,j

u
i+1

2
,j

u
i,j−1

2

u
i,j+1

2

ui,j

ūi,j

Fig. 1: The DoFs for the third-order AF method: cell average (circle), face-centered
values (squares), values at corners (dots). Note that the cell-centered point value ui,j

(cross) is used in constructing the scheme, but does not belong to the DoFs.

where F̂i+ 1
2 ,j

and F̂i,j+ 1
2

are the numerical fluxes272

(3.4)

F̂i+ 1
2 ,j
= 1

∆yj
∫

y
j+ 1

2

y
j− 1

2

F1(Uh(xi+ 1
2
, y)) dy, F̂i,j+ 1

2
= 1

∆xi
∫

x
i+ 1

2

x
i− 1

2

F2(Uh(x, yj+ 1
2
)) dx.273

To achieve third-order accuracy, one can use Simpson’s rule274

(3.5) F̂i+ 1
2 ,j
= 1

6
(F1(Ui+ 1

2 ,j−
1
2
) + 4F1(Ui+ 1

2 ,j
) +F1(Ui+ 1

2 ,j+
1
2
)) .275

3.1. Point value update using flux vector splitting. For the evolution of276
the point values, consider the following general form277

(3.6)
dUσ

dt
= −R (U c(t),Uσ′(t)) , c ∈ C(σ), σ′ ∈ Σ(σ),278

where R is a consistent approximation of ∂F1/∂x + ∂F2/∂y at the point σ, C(σ) and279
Σ(σ) are the spatial stencils containing the cell averages and point values, respectively.280
One can use the JS in [3], or employ the FVS for the point value update. E.g. for the281
point value at the corner (xi+ 1

2
, yj+ 1

2
) the FVS-based update reads282

(3.7)
dUi+ 1

2 ,j+
1
2

dt
= −

2

∑
ℓ=1

[D̃+ℓF +ℓ (U) + D̃−ℓF −ℓ (U)]i+ 1
2 ,j+

1
2

,283

where the fluxes are split as Fℓ = F +ℓ + F −ℓ , λ (∂F
+

ℓ

∂U
) ⩾ 0, λ (∂F

−

ℓ

∂U
) ⩽ 0. The explicit284

expressions of the 2D FVS used in this paper can be found in the supplementary285
material Section SM1. The finite difference operators D̃±1 and D̃±2 can be obtained286
similarly to Subsection 2.2. For third-order accuracy, starting with a bi-parabolic re-287
construction of U and computing a bi-parabolic interpolation of F ±ℓ , one thus obtains288

D̃±1 in the x-direction as289

(D̃+1F +1 )i+ 1
2 ,j+

1
2

= 1

∆xi
((F1)+i− 1

2 ,j+
1
2
− 4(F1)+i,j+ 1

2
+ 3(F1)+i+ 1

2 ,j+
1
2
) ,290

(D̃−1F −1 )i+ 1
2 ,j+

1
2

= 1

∆xi+1
(−3(F1)−i+ 1

2 ,j+
1
2
+ 4(F1)−i+1,j+ 1

2
− (F1)−i+ 3

2 ,j+
1
2
) .291

For the face-centered point value at (xi+ 1
2
, yj), the FVS-based update reads292

(3.9)
dUi+ 1

2 ,j

dt
= − [D̃+1F +1 (U) + D̃−1F −1 (U)]i+ 1

2 ,j
− (D̃2F2(U))i+ 1

2 ,j
,293
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where294

(D̃+1F +1 )i+ 1
2 ,j
= 1

∆xi
((F1)+i− 1

2 ,j
− 4(F1)+i,j + 3(F1)+i+ 1

2 ,j
) ,295

(D̃−1F −1 )i+ 1
2 ,j
= 1

∆xi+1
(−3(F1)−i+ 1

2 ,j
+ 4(F1)−i+1,j − (F1)−i+ 3

2 ,j
) ,296

(D̃2F2)i+ 1
2 ,j
= 1

∆yj
((F2)i+ 1

2 ,j+
1
2
− (F2)i+ 1

2 ,j−
1
2
) ,297

and the cell-centered point value is computed from the bi-parabolic reconstruction [3]298
as299

Ui,j =
1

16
[36U i,j − 4 (Ui− 1

2 ,j
+Ui+ 1

2 ,j
+Ui,j− 1

2
+Ui,j+ 1

2
)(3.11)300

− (Ui− 1
2 ,j−

1
2
+Ui+ 1

2 ,j−
1
2
+Ui− 1

2 ,j+
1
2
+Ui+ 1

2 ,j+
1
2
) ].(3.12)301

The update for the point value at (xi, yj+ 1
2
) is omitted here, which is similar to (3.9).302

3.2. Mesh alignment issue when using Jacobian splitting. The mesh303
alignment issue was observed for the fully-discrete AF methods in [34], where the304
convergence rate reduces to 2 for the linear advection problem, when the advection305
velocity is aligned with the grid. For the generalized AF methods based on the JS,306
such an issue is also observed. Consider Example 5.8, where we solve a quasi-2D Sod307
shock tube along the x-direction on a 100 × 2 uniform mesh. As shown in Figure 10,308
the density based on the JS shows large deviations between the contact discontinu-309
ity and shock wave. From Figure 11, it can be seen that the solutions of the DoFs310
at the corner (xi+ 1

2
, yj+ 1

2
) and horizontal face (xi, yj+ 1

2
) are decoupled from that at311

the vertical face (xi+ 1
2
, yj) and cell averages. The reason is complicated because the312

mesh alignment issue seems to be caused by the decoupled point value update and its313
interaction with the JS.314

3.3. Boundary treatment. The numerical boundary conditions can be imple-315
mented using ghost cells as usual finite volume methods. Take the reflective boundary316
for the Euler equations as an example. Let x = xN1−

1
2

be the boundary, then the cell317
averages and point values in the ghost cell IN1,j are given by318

UN1,j =M(UN1−1,j), UN1+
1
2 ,j
=M(UN1−

3
2 ,j
),319

UN1,j−
1
2
=M(UN1−1,j−

1
2
), UN1+

1
2 ,j−

1
2
=M(UN1−

3
2 ,j−

1
2
),320

where M reverses the sign of the ρv1 component while keeping others unchanged.321
Then the point value update at the boundary can be computed in the same way as the322
interior points, but the numerical flux on the boundary for the cell average is computed323
through the LLF flux as suggested in [4]. For instance, the flux F1(UN1−

1
2 ,j−

1
2
) in the324

right-hand side of (3.5) is replaced by F̂ LLF
1 (UN1−1,j−

1
2
,M(UN1−1,j−

1
2
)).325

4. 2D bound-preserving active flux methods. In this paper, the admissible326
state set G is assumed to be convex. Two cases are considered. For the scalar con-327
servation law (3.2), its solutions satisfy a strict maximum principle (MP) [14], i.e.,328

329

(4.1) G = {u ∣ m0 ⩽ u ⩽M0} , m0 =min
x,y

u0(x, y), M0 =max
x,y

u0(x, y).330
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For the compressible Euler equations, the admissible state set is331

(4.2) G = {U = (ρ, ρv,E) ∣ ρ > 0, p = (γ − 1) (E − ∥ρv∥2 /(2ρ)) > 0} ,332

which is convex, see e.g. [47].333

Definition 4.1. An AF method is called bound-preserving (BP) if starting from334
cell averages and point values in the admissible state set G, the cell averages and point335
values remain in G at the next time step.336

Note that to avoid the effect of the round-off error, we need to choose the desired lower337
bounds for the density and pressure. In the numerical tests, we will enforce ρ ⩾ ερ,338
p ⩾ εp with ερ, εp to be defined later. Since the DoFs in the AF methods include both339
cell averages and point values, it is necessary to design suitable BP limitings for both340
of them to achieve the BP property. The limiting for the cell average has not been341
addressed much in the literature, except for a very recent work [4]. The 1D limitings342
can be reduced from this Section, given in Section SM3 in the supplementary material.343

4.1. Convex limiting for the cell average. This section presents a convex344
limiting approach to achieve the BP property of the cell average update. The basic345
idea of the convex limiting approaches [21, 25, 30] is to enforce the preservation of local346
or global bounds by constraining individual numerical fluxes. The BP or invariant347
domain-preserving (IDP) properties of flux-limited approximations are shown using348
representations in terms of intermediate states that stay in convex admissible state349
sets [21, 24]. The low-order scheme is chosen as the first-order LLF scheme350

U
L
i,j = U

n

i,j − µ1,i (F̂ L
i+ 1

2 ,j
− F̂ L

i− 1
2 ,j
) − µ2,j (F̂ L

i,j+ 1
2
− F̂ L

i,j− 1
2
) ,351

where F̂ L
i+ 1

2 ,j
and F̂ L

i,j+ 1
2

are the LLF fluxes. Take the x-direction as an example,352

F̂ L
i+ 1

2 ,j
∶= F̂ LLF

1 (U
n

i,j ,U
n

i+1,j)(4.3)353

= 1

2
(F1(U

n

i,j) +F1(U
n

i+1,j)) −
(α1)i+ 1

2 ,j

2
(Un

i+1,j −U
n

i,j) ,354

(α1)i+ 1
2 ,j
= max{ϱ1(U

n

i,j), ϱ1(U
n

i+1,j)},355

µ1,i = ∆tn/∆xi,356

where ϱ1 is the spectral radius of ∂F1/∂U . Note that here αi+ 1
2 ,j

is not the same as357

the one in the LLF FVS. Following [22], the first-order LLF scheme can be rewritten358
as359

U
L
i,j = [1 − µ1,i ((α1)i− 1

2 ,j
+ (α1)i+ 1

2 ,j
) − µ2,j ((α2)i,j− 1

2
+ (α2)i,j+ 1

2
)]Un

i,j360

+ µ1,i(α1)i− 1
2 ,j

Ũi− 1
2 ,j
+ µ1,i(α1)i+ 1

2 ,j
Ũi+ 1

2 ,j
361

+ µ2,j(α2)i,j− 1
2
Ũi,j− 1

2
+ µ2,j(α2)i,j+ 1

2
Ũi,j+ 1

2
,(4.4)362

with four intermediate states, and the explicit expressions in the x-direction are363

(4.5) Ũi± 1
2 ,j
= 1

2
(Un

i,j +U
n

i±1,j) ∓
1

2(α1)i± 1
2 ,j

[F1(U
n

i,j) −F1(U
n

i±1,j)] .364

The proofs of Ũi± 1
2 ,j

, Ũi,j± 1
2
∈ G are given in the supplementary material Section SM2,365

for the scalar case and Euler equations.366

This manuscript is for review purposes only.
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Lemma 4.2. If the time step size ∆tn satisfies367

(4.6) ∆tn ⩽ 1

2
min

⎧⎪⎪⎨⎪⎪⎩

∆xi

(α1)i− 1
2 ,j
+ (α1)i+ 1

2 ,j

,
∆yj

(α2)i,j− 1
2
+ (α2)i,j+ 1

2

⎫⎪⎪⎬⎪⎪⎭
,368

then (4.4) is a convex combination, and the first-order LLF scheme is BP.369

The proof (see e.g. [22, 35]) relies on U
n

i,j , Ũi± 1
2 ,j

, Ũi,j± 1
2
∈ G and the convexity of G.370

Upon defining the anti-diffusive flux ∆F̂i± 1
2 ,j
= F̂ H

i± 1
2 ,j
− F̂ L

i± 1
2 ,j

, and F̂ H
i± 1

2 ,j
is given371

in (3.4), a forward-Euler step applied to the semi-discrete high-order scheme for the372
cell average (3.3) can be written as373

U
H
i,j = U

n

i,j − µ1,i (F̂ L
i+ 1

2 ,j
− F̂ L

i− 1
2 ,j
) − µ2,j (F̂ L

i,j+ 1
2
− F̂ L

i,j− 1
2
)374

− µ1,i (∆F̂i+ 1
2 ,j
−∆F̂i− 1

2 ,j
) − µ2,j (∆F̂i,j+ 1

2
−∆F̂i,j− 1

2
)375

= [1 − µ1,i ((α1)i− 1
2 ,j
+ (α1)i+ 1

2 ,j
) − µ2,j ((α2)i,j− 1

2
+ (α2)i,j+ 1

2
)]Un

i,j376

+ µ1,i(α1)i− 1
2 ,j

Ũ H,+
i− 1

2 ,j
+ µ1,i(α1)i+ 1

2 ,j
Ũ H,−

i+ 1
2 ,j

377

+ µ2,j(α2)i,j− 1
2
Ũ H,+

i,j− 1
2

+ µ2,j(α2)i,j+ 1
2
Ũ H,−

i,j+ 1
2

,(4.7)378

with the high-order intermediate states379

Ũ H,∓
i± 1

2 ,j
∶= Ũi± 1

2 ,j
∓

∆F̂i± 1
2 ,j

(α1)i± 1
2 ,j

, Ũ H,∓
i,j± 1

2

∶= Ũi,j± 1
2
∓

∆F̂i,j± 1
2

(α2)i,j± 1
2

.380

With the low-order scheme (4.4) and high-order scheme (4.7) having the same abstract381
form, one can blend them to define the limited scheme for the cell average as382

U
Lim
i,j = [1 − µ1,i ((α1)i− 1

2 ,j
+ (α1)i+ 1

2 ,j
) − µ2,j ((α2)i,j− 1

2
+ (α2)i,j+ 1

2
)]Un

i,j383

+ µ1,i(α1)i− 1
2 ,j

Ũ Lim,+
i− 1

2 ,j
+ µ1,i(α1)i+ 1

2 ,j
Ũ Lim,−

i+ 1
2 ,j

384

+ µ2,j(α2)i,j− 1
2
Ũ Lim,+

i,j− 1
2

+ µ2,j(α2)i,j+ 1
2
Ũ Lim,−

i,j+ 1
2

,(4.8)385

where the limited intermediate states are386

(4.9)

Ũ Lim,∓
i± 1

2 ,j
= Ũi± 1

2 ,j
∓

∆F̂ Lim
i± 1

2 ,j

(α1)i± 1
2 ,j

∶= Ũi± 1
2 ,j
∓
θi± 1

2 ,j
∆F̂i± 1

2 ,j

(α1)i± 1
2 ,j

,

Ũ Lim,∓
i,j± 1

2

= Ũi,j± 1
2
∓

∆F̂ Lim
i,j± 1

2

(α2)i,j± 1
2

∶= Ũi,j± 1
2
∓
θi,j± 1

2
∆F̂i,j± 1

2

(α2)i,j± 1
2

,

387

and θi± 1
2 ,j

, θi,j± 1
2
∈ [0,1] are the blending coefficients. The limited scheme (4.8) re-388

duces to the first-order LLF scheme if θi± 1
2 ,j
= θi,j± 1

2
= 0, and recovers the high-order389

AF scheme (3.3) when θi± 1
2 ,j
= θi,j± 1

2
= 1.390

Proposition 4.3. If the cell average at the last time step U
n

i,j and the limited391

intermediate states Ũ Lim,∓
i± 1

2 ,j
, Ũ Lim,∓

i,j± 1
2

belong to the admissible state set G, then the limited392

average update (4.8) is BP, i.e., U
Lim
i,j ∈ G, under the CFL condition (4.6). If the SSP-393

RK3 (2.14) is used for the time integration, the high-order scheme is also BP.394
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Proof. Under the constraint (4.6), the limited cell average update U
Lim
i,j is a convex395

combination of U
n

i,j Ũ
Lim,∓
i± 1

2 ,j
, and Ũ Lim,∓

i,j± 1
2

, thus it belongs to G due to the convexity of G.396

Because the SSP-RK3 is a convex combination of forward-Euler stages, the high-order397
scheme equipped with the SSP-RK3 is also BP according to the convexity.398

Remark 4.4. The scheme (4.8) is conservative as it amounts to using the x-399
directional numerical flux F̂ L

i+ 1
2 ,j
+ θi+ 1

2 ,j
∆F̂i+ 1

2 ,j
= θi+ 1

2 ,j
F̂ H
i+ 1

2 ,j
+ (1 − θi+ 1

2 ,j
)F̂ L

i+ 1
2 ,j

,400

which is a convex combination of the high-order and low-order fluxes.401

Remark 4.5. It should be noted that the time step size (4.6) is determined based402
on the solutions at tn. If the constraint is not satisfied at the later stage of the403
SSP-RK3, the BP property may not be achieved because (4.8) is no longer a convex404
combination. In our implementation, we start from the usual CFL condition (2.15).405
Then, if the high-order AF solutions need BP limitings and (4.5) is not BP or (4.6) is406
not satisfied, the numerical solutions are set back to the last time step, and we rerun407
with a halved time step size until (4.5) is BP and the constraint (4.6) is satisfied. This408
is a typical implementation in other BP methods, e.g. [45].409

The remaining task is to determine the coefficients at each interface θi± 1
2 ,j

, θi,j± 1
2

410

such that Ũ Lim,∓
i± 1

2 ,j
, Ũ Lim,∓

i,j± 1
2

∈ G and stay as close as possible to the high-order solu-411

tions Ũ H
i± 1

2 ,j
, Ũ H

i,j± 1
2

, i.e., the goal is to find the largest θi± 1
2 ,j

, θi,j± 1
2
∈ [0,1] such that412

Ũ Lim,∓
i± 1

2 ,j
, Ũ Lim,∓

i,j± 1
2

∈ G. The explanations will be given for the x-direction.413

4.1.1. Application to scalar conservation laws. This section is devoted to414
applying the convex limiting approach to scalar conservation laws (3.2), such that the415
limited cell averages (4.8) satisfy the MP umin

i,j ⩽ ūLimi,j ⩽ umax
i,j , where umin

i,j = minN ,416
umax
i,j = maxN , and N will be defined later. According to the convex decomposition,417

the blending coefficient θi+ 1
2 ,j
∈ [0,1] or ∆f̂Lim

i+ 1
2 ,j

should be chosen such that umin
i,j ⩽418

ũLim,−
i+ 1

2 ,j
⩽ umax

i,j , umin
i+1,j ⩽ ũ

Lim,+
i+ 1

2 ,j
⩽ umax

i+1,j . Solving the first condition, i.e. umin
i,j ⩽ ũi+ 1

2 ,j
−419

∆f̂Lim
i+ 1

2 ,j
/αi+ 1

2 ,j
⩽ umax

i,j , one has ∆f̂Lim
i+ 1

2 ,j
⩽ αi+ 1

2 ,j
(ũi+ 1

2 ,j
− umin

i,j ) if ∆f̂i+ 1
2 ,j
⩾ 0, or420

∆f̂Lim
i+ 1

2 ,j
⩾ αi+ 1

2 ,j
(ũi+ 1

2 ,j
− umax

i,j ) if ∆f̂i+ 1
2 ,j
< 0. Solving the second condition umin

i+1,j ⩽421

ũLim,+
i+ 1

2 ,j
⩽ umax

i+1,j in the same way and combining the two sets of results yields422

∆f̂Lim
i+ 1

2 ,j
=
⎧⎪⎪⎨⎪⎪⎩

min{∆f̂i+ 1
2 ,j

,∆f̂+
i+ 1

2 ,j
}, if ∆f̂i+ 1

2 ,j
⩾ 0,

max{∆f̂i+ 1
2 ,j

,∆f̂−
i+ 1

2 ,j
}, otherwise,

423

∆f̂+i+ 1
2 ,j
= (α1)i+ 1

2 ,j
min{ũi+ 1

2 ,j
− umin

i,j , umax
i+1,j − ũi+ 1

2 ,j
},424

∆f̂−i+ 1
2 ,j
= (α1)i+ 1

2 ,j
max{umin

i+1,j − ũi+ 1
2 ,j

, ũi+ 1
2 ,j
− umax

i,j }.425

Finally, the limited numerical flux is426

(4.10) f̂Lim
i+ 1

2 ,j
= f̂L

i+ 1
2 ,j
+∆f̂Lim

i+ 1
2 ,j

.427

If considering the global MP, N = ⋃i,j,σ{ūn
i,j , u

n
σ}. One can also enforce the local MP,428

which helps to suppress spurious oscillations [21, 31, 22], by choosing429

N = {ūn
i,j , ũi− 1

2 ,j
, ũi+ 1

2 ,j
, ũi,j− 1

2
, ũi,j+ 1

2
, ūn

i−1,j , ū
n
i+1,j , ū

n
i,j−1, ū

n
i,j+1} ,430

which includes the intermediate states and neighboring cell averages.431
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4.1.2. Application to the compressible Euler equations. This section aims432
at enforcing the positivity of density and pressure. To avoid the effect of the round-433
off error, we need to choose the desired lower bounds. Denote the lowest density and434
pressure in the domain by435

(4.11) ερ ∶=min
i,j,σ
{Un,ρ

i,j ,U
n,ρ
σ }, εp ∶=min

i,j,σ
{p(Un

i,j), p(Un
σ )},436

where U∗,ρ and p(U∗) denote the density component and pressure recovered from U∗,437
respectively, and σ denotes the locations of point values in the DoFs. The limiting438
(4.9) is feasible if the constraints are satisfied by the first-order LLF intermediate439
states (4.5), thus the lower bounds can be defined as440

ερi,j ∶=min{10−13, ερ, Ũρ

i− 1
2 ,j

, Ũρ

i+ 1
2 ,j

, Ũρ

i,j− 1
2

, Ũρ

i,j+ 1
2

},441

εpi,j ∶=min{10−13, εp, p(Ũi− 1
2 ,j
), p(Ũi+ 1

2 ,j
), p(Ũi,j− 1

2
), p(Ũi,j+ 1

2
)}.442

443
i) Positivity of density. The first step is to impose the density positivity444

Ũ Lim,±,ρ
i+ 1

2 ,j
⩾ ε̄ρ

i+ 1
2 ,j
∶=min{ερi,j , ε

ρ
i+1,j}. Similarly to the derivation of the scalar case, the445

corresponding density component of the limited anti-diffusive flux is446

∆F̂ Lim,ρ
i+ 1

2 ,j
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

min{∆F̂ ρ

i+ 1
2 ,j

, (α1)i+ 1
2 ,j
(Ũρ

i+ 1
2 ,j
− ε̄ρ

i+ 1
2 ,j
)} , if ∆F̂ ρ

i+ 1
2 ,j
⩾ 0,

max{∆F̂ ρ

i+ 1
2 ,j

, (α1)i+ 1
2 ,j
(ε̄ρ

i+ 1
2 ,j
− Ũρ

i+ 1
2 ,j
)} , otherwise.

447

Then the density component of the limited numerical flux is F̂ Lim,∗,ρ
i+ 1

2 ,j
= F̂ L,ρ

i+ 1
2 ,j
+∆F̂ Lim,ρ

i+ 1
2 ,j

,448

with the other components remaining the same as F̂ H
i+ 1

2 ,j
.449

ii) Positivity of pressure. The second step is to enforce pressure positivity450
p(Ũ Lim,±

i+ 1
2 ,j
) ⩾ ε̄p

i+ 1
2 ,j
∶=min{εpi,j , ε

p
i+1,j}. Since451

Ũ Lim,±
i+ 1

2 ,j
= Ũi+ 1

2 ,j
±
θi+ 1

2 ,j
∆F̂ Lim,∗

i+ 1
2 ,j

αi+ 1
2 ,j

, ∆F̂ Lim,∗
i+ 1

2 ,j
= F̂ Lim,∗

i+ 1
2 ,j
− F̂ L

i+ 1
2 ,j

,452

the constraints lead to two inequalities after some algebraic operations453

(4.12) Ai+ 1
2 ,j

θ2i+ 1
2 ,j
±Bi+ 1

2 ,j
θi+ 1

2 ,j
⩽ Ci+ 1

2 ,j
,454

with the coefficients (the subscript (⋅)i+ 1
2 ,j

is omitted in the right-hand side)455

Ai+ 1
2 ,j
= 1

2
∥∆F̂ Lim,∗,ρv∥2

2
−∆F̂ Lim,∗,ρ∆F̂ Lim,∗,E ,456

Bi+ 1
2 ,j
= α1 (∆F̂ Lim,∗,ρŨE + Ũρ∆F̂ Lim,∗,E −∆F̂ Lim,∗,ρv ⋅ Ũρv − ε̃∆F̂ Lim,∗,ρ) ,457

Ci+ 1
2 ,j
= α2

1 (ŨρŨE − 1

2
∥Ũρv∥2

2
− ε̃Ũρ) , ε̃ = ε̄p

i+ 1
2 ,j
/(γ − 1).458

Following [30], the inequalities (4.12) hold under the linear sufficient condition459

(max{0,Ai+ 1
2 ,j
} + ∣Bi+ 1

2 ,j
∣) θi+ 1

2 ,j
⩽ Ci+ 1

2 ,j
,460
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if making use of θ2
i+ 1

2 ,j
⩽ θi+ 1

2 ,j
, θi+ 1

2 ,j
∈ [0,1]. Thus the coefficient can be chosen as461

θi+ 1
2 ,j
=min

⎧⎪⎪⎨⎪⎪⎩
1,

Ci+ 1
2 ,j

max{0,Ai+ 1
2 ,j
} + ∣Bi+ 1

2 ,j
∣

⎫⎪⎪⎬⎪⎪⎭
,462

and the final limited numerical flux is463

(4.13) F̂ Lim,∗∗
i+ 1

2 ,j
= F̂ L

i+ 1
2 ,j
+ θi+ 1

2 ,j
∆F̂ Lim,∗

i+ 1
2 ,j

.464

4.1.3. Shock sensor-based limiting. Spurious oscillations are observed, es-465
pecially near strong shock waves, if only the BP limitings are employed, see Exam-466
ple 5.10. We propose to further limit the numerical fluxes using another parameter467
θs
i+ 1

2 ,j
based on shock sensors. Consider the Jameson’s shock sensor in [29],468

(φ1)i,j =
∣p̄i+1,j − 2p̄i,j + p̄i−1,j ∣
∣p̄i+1,j + 2p̄i,j + p̄i−1,j ∣

,469

and a modified Ducros’ shock sensor [15]470

(φ2)i,j =max

⎧⎪⎪⎪⎨⎪⎪⎪⎩

−(∇ ⋅ v̄)i,j√
(∇ ⋅ v̄)2i,j + (∇× v̄)2i,j + 10−40

, 0

⎫⎪⎪⎪⎬⎪⎪⎪⎭
,471

where472

(∇ ⋅ v̄)i,j ≈
2 ((v̄1)i+1,j − (v̄1)i−1,j)

∆xi +∆xi+1
+ 2 ((v̄2)i,j+1 − (v̄2)i,j−1)

∆yj +∆yj+1
,473

(∇× v̄)i,j ≈
2 ((v̄2)i+1,j − (v̄2)i−1,j)

∆xi +∆xi+1
− 2 ((v̄1)i,j+1 − (v̄1)i,j−1)

∆yj +∆yj+1
,474

with v̄i,j and p̄i,j the velocity and pressure recovered from the cell average U i,j . We475
consider the sign of the velocity divergence, such that the shock waves can be located476
better. The blending coefficient is designed as477

θsi+ 1
2 ,j
= exp(−κ(φ1)i+ 1

2 ,j
(φ2)i+ 1

2 ,j
) ∈ (0,1],478

(φs)i+ 1
2 ,j
=max{(φs)i,j , (φs)i+1,j} , s = 1,2,479

where the problem-dependent parameter κ adjusts the strength of the limiting, and480
its optimal choice needs further investigation. The final limited numerical flux is481

(4.14) F̂ Lim
i+ 1

2 ,j
= F̂ L

i+ 1
2 ,j
+ θsi+ 1

2 ,j
∆F̂ Lim,∗∗

i+ 1
2 ,j

,482

with ∆F̂ Lim,∗∗
i+ 1

2 ,j
= F̂ Lim,∗∗

i+ 1
2 ,j
− F̂ L

i+ 1
2 ,j

, and F̂ Lim,∗∗
i+ 1

2 ,j
given in (4.13).483

4.2. Scaling limiter for point value. To achieve the BP property, it is also484
necessary to introduce BP limiting for the point value, because using the BP limiting485
for cell average alone cannot guarantee the bounds, see Example 5.5. As there is486
no conservation requirement on the point value update, a simple scaling limiter [32]487
is directly performed on the high-order solution rather than on the flux for the cell488
average.489
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Fig. 2: The stencils for the first-order LLF schemes.

The first step is to define suitable first-order LLF schemes. The stencils are shown490
in Figure 2.491

For the point value at the corner, one can choose492

U L
i+ 1

2 ,j+
1
2
= Un

i+ 1
2 ,j+

1
2
− 2∆tn

∆xi +∆xi+1
(F̂ L

i+1,j+ 1
2
− F̂ L

i,j+ 1
2
)493

− 2∆tn

∆yj +∆yj+1
(F̂ L

i+ 1
2 ,j+1

− F̂ L
i+ 1

2 ,j
) ,(4.15)494

with the LLF numerical fluxes495

F̂ L
i+1,j+ 1

2
∶= F̂ LLF

1 (Un
i+ 1

2 ,j+
1
2
,Un

i+ 3
2 ,j+

1
2
), F̂ L

i+ 1
2 ,j+1

∶= F̂ LLF
2 (Un

i+ 1
2 ,j+

1
2
,Un

i+ 1
2 ,j+

3
2
).496

Note that the x-directional LLF flux has been used in (4.3). For the vertical face-497
centered point value, we choose the first-order LLF scheme as498

(4.16) U L
i+ 1

2 ,j
= Un

i+ 1
2 ,j
− 2∆tn

∆xi +∆xi+1

(F̂ L
i+1,j − F̂ L

i,j) −
∆tn

∆yj
(F̂ L

i+ 1
2 ,j+

1
2
− F̂ L

i+ 1
2 ,j−

1
2
) ,499

with the LLF numerical fluxes500

F̂ L
i+1,j ∶= F̂ LLF

1 (Un
i+ 1

2 ,j
,Un

i+ 3
2 ,j
), F̂ L

i+ 1
2 ,j+

1
2
∶= F̂ LLF

2 (Un
i+ 1

2 ,j
,Un

i+ 1
2 ,j+

1
2
).501

The LLF scheme for the face-centered value on the horizontal face can be chosen as502

(4.17) U L
i,j+ 1

2
= Un

i,j+ 1
2
− ∆tn

∆xi
(F̂ L

i+ 1
2 ,j+

1
2
− F̂ L

i− 1
2 ,j+

1
2
) − 2∆tn

∆yj +∆yj+1
(F̂ L

i,j+1 − F̂ L
i,j) ,503

with similarly defined LLF numerical fluxes as for the vertical face.504
Similarly to Lemma 4.2, it is straightforward to obtain the following Lemma.505

Lemma 4.6. The LLF schemes (4.15)-(4.17) for the point value update are BP506
under the following time step size constraint507

∆tn ⩽ 1

2
min

⎧⎪⎪⎨⎪⎪⎩

∆xi +∆xi+1

2 ((α1)i,j+ 1
2
+ (α1)i+1,j+ 1

2
)
,

∆yj +∆yj+1

2 ((α2)i+ 1
2 ,j
+ (α2)i+ 1

2 ,j+1
)
,508

∆xi +∆xi+1

2 ((α1)i,j + (α1)i+1,j)
,

∆yj

(α2)i+ 1
2 ,j+

1
2
+ (α2)i+ 1

2 ,j−
1
2

,509

∆xi

(α1)i+ 1
2 ,j+

1
2
+ (α1)i− 1

2 ,j+
1
2

,
∆yj +∆yj+1

2 ((α2)i,j + (α2)i,j+1)

⎫⎪⎪⎬⎪⎪⎭
,(4.18)510
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where (α1)∗ and (α2)∗ are the viscosity coefficients in the LLF schemes.511

The limited solution is obtained by blending the high-order AF scheme (3.6) with512
the forward-Euler scheme and the LLF schemes (4.15)-(4.17) as U Lim

σ = θσU H
σ + (1 −513

θσ)U L
σ, such that U Lim

σ ∈ G.514

Remark 4.7. In the FVS, the cell-centered value obtained based on Simpson’s rule515
Ui = (−Ui− 1

2
+ 6U i −Ui+ 1

2
)/4 in 1D or (3.11) in 2D is not a convex combination, thus516

it is possible that Ui,Ui,j ∉ G. For the scalar case, it does not affect the BP property.517
However, for the Euler equations, the computation of Fi (resp. (Fℓ)i,j) requires that518
Ui ∈ G (resp. Ui,j ∈ G), thus the scaling limiter [45] is applied in the cell Ii (resp.519
Ii,j), a procedure also mentioned in [10]. See more details in Remark 4.8.520

4.2.1. Application to scalar conservation laws. This section enforces the521
MP umin

σ ⩽ uLimσ ⩽ umax
σ using the scaling limiter [44]. The limited solution is522

(4.19) uLimσ = θσuHσ + (1 − θσ)uLσ,523

with the coefficient524

θσ =min{1, ∣u
L
σ −m0

uLσ − uHσ
∣ , ∣M0 − uLσ

uHσ − uLσ
∣} .525

526
The bounds are determined by umin

σ = minN , umax
σ = maxN , where the set N527

consists of all the DoFs in the domain, i.e., N = ⋃i,j,σ{ūn
i,j , u

n
σ} for the global MP.528

One can also consider the neighboring DoFs for the local MP. For the point value at529
the corner (xi+ 1

2
, yj+ 1

2
), we choose530

N = {un
i+ 1

2 ,j+
1
2
, un

i− 1
2 ,j+

1
2
, un

i+ 3
2 ,j+

1
2
, un

i+ 1
2 ,j−

1
2
, un

i+ 1
2 ,j+

3
2
} ,531

which should at least include all the DoFs that appeared in the first-order LLF scheme532
(4.15). For the point value at the vertical face center (xi+ 1

2
, yj), similarly we choose533

N = {un
i+ 1

2 ,j
, un

i− 1
2 ,j

, un
i+ 3

2 ,j
, un

i+ 1
2 ,j−

1
2
, un

i+ 1
2 ,j+

1
2
} .534

For the point value at the horizontal face center (xi, yj+ 1
2
), we choose535

N = {un
i,j+ 1

2
, un

i,j− 1
2
, un

i,j+ 3
2
, un

i− 1
2 ,j+

1
2
, un

i+ 1
2 ,j+

1
2
} .536

537

4.2.2. Application to the compressible Euler equations. The limiting con-538
sists of two steps.539

i) Positivity of density. First, the high-order solution U H
σ is modified as U Lim,∗

σ ,540
such that its density component satisfies U Lim,∗,ρ

σ ⩾ ερσ ∶=min{10−13, ερ,U L,ρ
σ } with ερ541

given in (4.11). Solving the inequality yields542

θ∗σ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

U L,ρ
σ − ερσ

U L,ρ
σ −U H,ρ

σ

, if U H,ρ
σ < ερσ,

1, otherwise.
543

Then the density component of the limited solution is U Lim,∗,ρ
σ = θ∗σU H,ρ

σ +(1−θ∗σ)U L,ρ
i+ 1

2

,544

with the other components remaining the same as U H
σ.545
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ii) Positivity of pressure. Then the limited solution U Lim,∗
σ is modified as U Lim

σ ,546
such that it gives positive pressure, i.e., p(U Lim

σ ) ⩾ εpσ ∶= min{10−13, εp, p(U L
σ)}, with547

εp given in (4.11). Let the final limited solution be548

(4.20) U Lim
σ = θ∗∗σ U Lim,∗

σ + (1 − θ∗∗σ )U L
σ.549

The pressure is a concave function of the conservative variables (see e.g. [46]), so that550
p(U Lim

σ ) ⩾ θ∗∗σ p(U Lim,∗
σ )+(1 − θ∗∗σ )p(U L

σ) based on Jensen’s inequality and U Lim,∗,ρ
σ > 0,551

U L,ρ
σ > 0, θ∗∗σ ∈ [0,1]. Thus the coefficient can be chosen as552

θ∗∗σ =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

p(U L
σ) − εpσ

p(U L
σ) − p(U Lim,∗

σ )
, if p(U Lim,∗

σ ) < εpσ,

1, otherwise.
553

Remark 4.8. To compute the high-order FVS-based point value update, we should554
limit the cell-centered value Ui in 1D (resp. Ui,j in 2D) at the beginning of each555
Runge-Kutta stage. For example, in 2D, we modify Ui,j as U Lim

i,j = θi,jUi,j + (1 −556

θi,j)U i,j such that557

U Lim,ρ
i,j ⩾min{10−13,Uρ

i,j}, p(U Lim
i,j ) ⩾min{10−13, p(U i,j)}.558

The computation of θi,j is similar to the procedure in this section.559

Let us summarize the main results of the BP AF methods in this paper.560

Proposition 4.9. If the initial numerical solution U
0

i,j ,U
0
σ ∈ G for all i, j, σ, and561

the time step size satisfies (4.6) and (4.18), then the AF methods (3.3)-(3.6) equipped562
with the SSP-RK3 (2.14) and the BP limitings563
● (4.10) and (4.19) preserve the maximum principle for scalar case;564
● (4.13) and (4.20) preserve positive density and pressure for the Euler equations.565

Remark 4.10. For uniform meshes, and if taking the maximal spectral radius of566
∂F1/∂U and ∂F2/∂U in the domain as ∥ϱ1∥∞ and ∥ϱ2∥∞, the following CFL condition567

∆tn ⩽ 1

4
min{ ∆x

∥ϱ1∥∞
,

∆y

∥ϱ2∥∞
}568

fulfills the time step size constraints (4.6) and (4.18).569

5. Numerical results. This section presents some numerical tests to verify the570
accuracy, BP property, and shock-capturing ability of the proposed BP AF methods.571
The adiabatic index is γ = 1.4 for the Euler equations except for Example 5.11, where572
it is 5/3. In the 2D plots, the numerical solutions are visualized on a refined mesh573
with half the mesh size, where the values at the grid points are the cell averages or574
point values on the original mesh. Note that the BP limitings naturally reduce some575
oscillations. Some additional tests are provided in Section SM4 in the supplementary576
material, including a 1D accuracy test for the Euler equations, double rarefaction577
problem, blast wave interaction problem using the power law reconstruction [5], and578
double Mach reflection problem.579

Example 5.1 (Self-steepening shock). Consider the 1D Burgers’ equation ut +580
( 1
2
u2)

x
= 0 on the domain [−1,1] with periodic boundary conditions. The initial581

condition is a square wave, u0(x) = 2 if ∣x∣ < 0.2, otherwise u0(x) = −1.582
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Figure 3 shows the cell averages and point values at T = 0.5 based on different583
point value updates with 200 cells. The CFL number is 0.2. The spike generation584
when using the JS has been observed in [27], and the reason is also discussed in585
Subsection 2.2. Such an issue cannot be eliminated by our BP limitings alone, but586
can be cured by additionally using the FVS for the point value update. The numerical587
solutions based on the FVS agree well with the reference solution when the limitings588
are activated.589
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Fig. 3: Example 5.1, self-steepening shock for the Burgers’ equation. The numerical
solutions computed without limiting (top row) and with the BP limitings imposing
the local MP (bottom row). From left to right: JS, LLF, and upwind FVS.

Example 5.2 (LeBlanc shock tube). This is a Riemann problem with an extremely590
large initial pressure ratio. This test is solved until T = 5 × 10−6 on the domain [0,1]591
with the initial data (ρ, v, p) = (2,0,109) if x < 0.5, otherwise (ρ, v, p) = (10−3,0,1).592

Without the BP limitings, the simulation will stop due to negative density or593
pressure. Figure 4 shows the density computed on a uniform mesh of 6000 cells with594
the BP limitings and shock sensor-based limiting. Note that, the numerical methods595
typically need a small mesh size to accurately obtain the right location of the shock596
wave. The CFL number is 0.4 for the JS, LLF, and SW FVS, and 0.1 for the VH FVS597
for stability. The numerical solutions agree well with the exact solution with only a598
few undershoots at the discontinuities.599
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Fig. 4: Example 5.2, LeBlanc Riemann problem. The density computed with the BP
limitings and the shock sensor-based limiting (κ = 10) on a uniform mesh of 6000 cells.
From left to right: JS, LLF, SW, and VH FVS.
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Example 5.3 (Blast wave interaction [41]). This test describes the interaction of600
two strong shocks in the domain [0,1] with reflective boundary conditions. The test601
is solved until T = 0.038.602

Due to the low-pressure region, the schemes blow up without the BP limitings.603
Figure 5 shows the density plots obtained by using the BP limitings and shock sensor-604
based limiting on a uniform mesh of 800 cells. The CFL number is 0.4 for the JS,605
LLF, and SW FVS, and 0.36 for the VH FVS. The numerical solutions agree well the606
reference solution with a few overshoots/undershoots.607
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Fig. 5: Example 5.3, blast wave interaction. The density computed with the BP
limitings and the shock sensor-based limiting (κ = 1). The corresponding enlarged
views in x ∈ [0.62,0.82] are shown in the bottom row.

Remark 5.4. In the numerical tests, the maximal CFL numbers for stability are608
obtained experimentally. Note that the reduction of the CFL numbers is due to609
different stability bounds for different point value updates, and is not related to the610
BP property. The study of such an issue is beyond the scope of this paper, which will611
be explored in the future.612

Example 5.5 (2D advection equation). This test solves ut + ux + uy = 0, on the613
periodic domain [0,1] × [0,1] with the following initial data614

u0(x, y) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1 − ∣5r∣, if r =
√
(x − 0.3)2 + (y − 0.3)2 < 0.2,

1, if max{∣x − 0.7∣, ∣y − 0.7∣} < 0.2,
0, otherwise.

615

For the advection equation, the JS and LLF FVS are equivalent. The results on616
the uniform 100 × 100 mesh obtained without and with BP limitings at T = 2 are617
presented in Figure 6. The BP limitings suppress the overshoots and undershoots618
well near the discontinuities. Table 1 lists whether the numerical solutions stay in the619
bound [0,1]. The bound is only preserved when both the BP limitings for the cell620
average and point value are activated, demonstrating that it is necessary to use the621
two kinds of BP limitings simultaneously.622

Example 5.6 (2D Burgers’ equation). We solve ut + ( 12u
2)

x
+ ( 1

2
u2)

y
= 0 on the623

periodic domain [0,1]×[0,1], with the initial condition u0(x, y) = 0.5+sin(2π(x+y)).624
This test is solved until T = 0.3, when the shock waves have emerged.625
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Fig. 6: Example 5.5, 2D advection equation. From left to right: without any limiting,
with BP limitings imposing the global MP, cut-line along y = x.

cell average
point value no limiting global MP local MP

no limiting ✗ ✗ ✗

global MP ✗ ✓ ✓

local MP ✗ ✓ ✓

Table 1: Example 5.5, 2D advection equation. We list whether the numerical solutions
stay in the bound [0,1] with different limitings.

Figure 7 plots the solutions using the LLF FVS on the uniform 100 × 100 mesh626
without and with limitings. The oscillations near the shock waves are suppressed627
well when the limitings are activated, and the numerical solutions agree well with the628
reference solution. The blending coefficients θi+ 1

2 ,j
, θi,j+ 1

2
for the cell average and θσ629

for the point value when using the global MP are also presented in Figure 8, verifying630
that the limitings are only locally activated near the shock waves.631
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Fig. 7: Example 5.6, 2D Burgers’ equation. From left to right: without limiting, with
BP limitings imposing the global MP, cut-line along y = x.

Example 5.7 (2D isentropic vortex). The domain is [−5,5]× [−5,5] with periodic632
boundary conditions and the initial condition is633

ρ = T
1

γ−1

0 , (v1, v2) = (1,1) + k0(y,−x), p = T0ρ, k0 =
ϵ

2π
e0.5(1−r

2
), T0 = 1 −

γ − 1
2γ

k20,634

where r2 = x2 + y2, and ϵ = 10.0828 is the vortex strength. The lowest initial density635
and pressure are around 7.83 × 10−15 and 1.78 × 10−20, respectively, so that the BP636
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Fig. 8: Example 5.6, 2D Burgers’ equation. The blending coefficients in the limitings.
From left to right: θi+ 1

2 ,j
and θi,j+ 1

2
for the cell average, θσ for the point value.

limitings are necessary to run this test case. The problem is solved until T = 1.637
Figure 9 shows the errors and corresponding convergence rates of the conservative638

variables in the ℓ1 norm with the CFL number 0.2. The BP AF methods based on639
the JS, LLF, and VH FVS achieve the third-order accuracy, which is not affected by640
the BP limitings. The convergence rate based on the SW FVS reduces to around 2,641
due to the non-smoothness of the SW FVS as mentioned in Remark 2.1.642
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order = 3
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SW point
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VH point

Fig. 9: Example 5.7, 2D isentropic vortex problem. The errors and convergence rates.

Example 5.8 (Quasi-2D Sod shock tube). This test solves the Sod shock tube643
problem along the x-direction on the domain [0,1]×[0,1] with a 100×2 uniform mesh644
until T = 0.2. The initial condition is (ρ, v1, v2, p) = (1,0,0,1) if x < 0.5, otherwise645
(ρ, v1, v2, p) = (0.125,0,0,0.1).646

The density plots obtained by using different ways for the point value update647
without and with the shock sensor (κ = 1) are shown in Figure 10. The density based648
on the JS shows large deviations between the contact discontinuity and shock wave,649
which cannot be reduced by the limiting. Seen from Figure 11, the solutions belonging650
to the DoFs for different point values are decoupled, known as the mesh alignment651
issue, and has been explained in Subsection 3.2. The results of all the FVS-based652
methods agree well with the exact solution when the limiting is activated. The FVS-653
based AF methods are more advantageous in simulations since they can cure both654
the stagnation and mesh alignment issues. To save space, in the following tests, we655
only show the results obtained using the LLF FVS.656
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Fig. 10: Example 5.8, quasi-2D Sod shock tube. The density are computed without
(top row) and with the shock sensor-based limiting (κ = 1, bottom row). From left to
tight: JS, LLF, SW, and VH FVS.
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Fig. 11: Example 5.8, quasi-2D Sod shock tube. Based on the JS, the solutions that
belong to different kinds of DoFs are decoupled.

Example 5.9 (Sedov blast wave). The domain is [−1.1,1.1]× [−1.1,1.1] with out-657
flow boundary conditions. The initial density is one, velocity is zero, and the total658
energy is 10−12 everywhere except that for the centered cell, the total energy of the cell659
average and the point values on its faces are 0.979264

∆x∆y
with ∆x = 2.2/N1,∆y = 2.2/N2,660

which is used to emulate a δ-function at the center.661
This test is solved until T = 1 and the BP limitings are necessary, otherwise,662

the simulation fails due to negative pressure. The density plots obtained with the663
shock sensor (κ = 0.5) are shown in Figure 12. The circular shock wave is well-664
captured and the numerical solutions converge to the exact solution without spurious665
oscillations. The blending coefficients based on the shock sensor are presented in666
Figure 13, indicating that the limiting is locally activated.667

Example 5.10 (A Mach 3 wind tunnel with a forward-facing step). The initial668
condition is a Mach 3 flow (ρ, v1, v2, p) = (1.4,3,0,1). The computational domain is669
[0,3] × [0,1] and the step is of height 0.2 located from x = 0.6 to x = 3. The inflow670
and outflow boundary conditions are applied at the entrance (x = 0) and exit (x = 3),671
respectively, and the reflective boundary conditions are imposed at other boundaries.672

The density computed by the BP AF method without and with the shock sensor-673
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Fig. 12: Example 5.9, 2D Sedov blast wave. The density plots computed by the BP
AF method. From left to right: 10 equally spaced contour lines from 0 to 5.423 on
the uniform 101 × 101 and 201 × 201 meshes, respectively, cut-line along y = x.
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Fig. 13: Example 5.9, 2D Sedov blast wave. The shock sensor-based blending coeffi-
cients θs

i+ 1
2 ,j

(left) and θs
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2

(right) on the 201 × 201 uniform mesh.

based limiting at T = 4 are shown in Figure 14, and the blending coefficients θs
i+ 1

2 ,j
,674

θs
i,j+ 1

2

are presented in Figure 15. If only the BP limitings are used, there are oscilla-675

tions in the numerical solutions, but the BP property is not violated. The numerical676
solutions can be improved by our shock sensor-based limiting. Our BP AF method677
can capture the main features and well-developed Kelvin–Helmholtz roll-ups that orig-678
inate from the triple point. The noise after the shock waves is reduced by the shock679
sensor-based limiting, while the roll-ups are preserved well. Compared to the results680
obtained by the third-order P 2 DG method with the TVB limiter [12], the vortices are681
better captured with the same mesh size ∆x = ∆y = 1/160,1/320. Note that the AF682
method uses fewer DoFs, showing its efficiency and potential for high Mach number683
flows.684

Example 5.11 (High Mach number astrophysical jets). This test follows the setup685
in [45]. The first case considers a Mach 80 jet on a computational domain [0,2] ×686
[−0.5,0.5], initially filled with ambient gas with (ρ, v1, v2, p) = (0.5,0,0,0.4127). A jet687
is injected into the domain with (ρ, v1, v2, p) = (5,30,0,0.4127) at the left boundary688
when ∣y∣ < 0.05. The free boundary conditions are applied on other boundaries. The689
second case considers a Mach 2000 jet on a computational domain [0,1]×[−0.25,0.25].690
The initial condition and boundary conditions are the same as the first case except691
that the state of the jet is (ρ, v1, v2, p) = (5,800,0,0.4127). The adiabatic index is692
γ = 5/3, and the output time is 0.07 and 0.001 for the two cases, respectively.693

The numerical solutions obtained by the BP AF methods with the shock sensor694
on the uniform 400× 200 mesh are shown in Figure 16. The main flow structures and695
small-scale features are captured well, comparable to those in [45].696
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Fig. 14: Example 5.10, forward-facing step problem. 30 equally spaced contour lines
of the density from 0.098 to 6.566. From top to bottom: 480×160 mesh without shock
sensor, 480 × 160 mesh with κ = 1, 960 × 320 mesh with κ = 1.
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Fig. 15: Example 5.10, forward-facing step problem. The blending coefficients θs
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(right) based on the shock sensor with κ = 1 on the 960 × 320 mesh.

6. Conclusion. In the active flux (AF) methods, it is pivotal to design suitable697
point values update at cell interfaces, to achieve stability and high-order accuracy. The698
point value update based on the Jacobian splitting (JS) may lead to the stagnation and699
mesh alignment issues. This paper proposed to use the flux vector splitting (FVS) for700
the point value update instead of the JS, which keeps the continuous reconstruction as701
the original AF methods, and offers a natural and uniform remedy to those two issues.702
To further improve the robustness of the AF methods, this paper developed bound-703
preserving (BP) AF methods for hyperbolic conservation laws, achieved by blending704
the high-order AF methods with the first-order local Lax-Friedrichs (LLF) or Rusanov705
methods for both the cell average and point value updates, where the convex limiting706
and scaling limiter were employed, respectively. The shock sensor-based limiting was707
proposed to further improve the shock-capturing ability. The challenging numerical708
tests verified the robustness and effectiveness of our BP AF methods, and also showed709
that the LLF FVS is generally superior to others in terms of the CFL number and non-710
oscillatory property. Moreover, for the forward-facing step problem, the present FVS-711
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Fig. 16: Example 5.11, the Mach 80 jet (top row) and Mach 2000 jet (bottom row).
log10 ρ (left) and log10 p (right) obtained with the BP limitings and shock sensor-based
limiting (κ = 1 for Mach 80 and 10 for Mach 2000, respectively).

based BP AF method was able to capture small-scale features better compared to the712
third-order discontinuous Galerkin method with the TVB limiter on the same mesh713
resolution [12], while using fewer degrees of freedom, demonstrating the efficiency and714
potential of our BP AF method for high Mach number flows.715
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