A LOW-MACH ROE-TYPE SOLVER FOR THE EULER EQUATIONS ALLOWING FOR GRAVITY SOURCE TERMS
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Abstract. In order to perform simulations of low Mach number flow in presence of gravity the technique from [23] is found insufficient as it is unable to cope with the presence of a hydrostatic equilibrium. Instead, a new modification of the diffusion matrix in the context of Roe-type schemes is suggested. We show that without gravity it is able to resolve the incompressible limit, and does not violate the conditions of hydrostatic equilibrium when gravity is present. These properties are verified by performing a formal asymptotic analysis of the scheme. Furthermore, we study its von Neumann stability when subject to explicit time integration and demonstrate its abilities on numerical examples.
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The Euler equations

\[
\begin{align*}
\partial_t \rho + \nabla \cdot (\rho \mathbf{v}) &= 0 \\
\partial_t (\rho \mathbf{v}) + \nabla \cdot (\rho \mathbf{v} \otimes \mathbf{v} + p \mathbf{1}) &= 0 \\
\partial_t E + \nabla \cdot [\mathbf{v}(E + p)] &= 0
\end{align*}
\]

are a model of the motion of an inviscid fluid. Therefore a solution of these equations is of relevance whenever viscosity and further effects are negligible. Reliable numerical methods are important in view of the complexity of the equations. This paper focuses on finite volume schemes. They discretize space as a mesh and interpret the discrete values as volume averages over each cell. Given fluxes through the boundaries this yields an explicit update procedure which inherently reflects the nature of (1)–(3) as a system of conservation laws. Such time-explicit integration restricts the choice of the time step to small values, such that waves from one interface have not yet reached the other interface in one time step (CFL condition [7]). If these waves travel very fast compared to the speed of the flow, one might consider the method to be inefficient. Time-implicit methods do not have a condition on the time step other than desired accuracy, but require the solution of large (nonlinear) systems of equations at every time step. Whether an implicit time integration will yield results of comparable accuracy in less time depends on the particular problem and the implementation. For fluid flow it seems that typical implicit methods are more efficient if the signal speed is about 100 times larger than the flow velocity.

The choice of the interface flux should assure upwinding for supersonic flows. Additionally, it should introduce enough viscosity for the scheme to be able to dissipate entropy as physically required in shock waves, but at the same time not introduce too much of it to avoid excessive smearing of shocks and other features of the flow. Though a scheme is in the end an update procedure that produces discrete values out of a set of discrete values, in the intermediate step one can introduce a continuous function whose cell averages agree with the given ones (reconstruction). Computing the flux through the boundary out of the exact time evolution of this data can be a successful definition of the boundary flux ([10]), but usually turns out to be difficult to compute for nonlinear systems and/or reconstructions of higher order. Also the reconstruction and averaging procedures introduce so much numerical error that an exact solution of an intermediate step does not necessarily make the overall scheme superior to others. Therefore simpler definitions of boundary fluxes are studied ([5,13,21,25] for example), in order to construct methods that are robust, but computationally less expensive.

Optimally, numerical methods should be reproducing the main features of an exact solution. In principle, if at all, this can only be guaranteed in the limit of fine resolutions, which however is impractical, as true simulations are always run at some finite scale of cell size. At the same time, in experiments one observes that on the same grid certain methods are able to reproduce the exact solution of some test problem to much higher accuracy than others. Sometimes this can be related to the (formal) convergence rate of a method. Typically, performing the reconstruction on a function space of higher dimensionality, one finds the scheme to be formally a higher order approximation (in space) to the original equations. Performing the integration in time with a method of higher order analogously improves the formal order of the method in time.

However, for certain setups higher order alone need not be sufficient (nor actually necessary) to improve the quality of the numerical solution at finite resolution. Special care can be taken with regard to certain, sufficiently “important” special cases. Their properties can be then taken into account in the numerical method while still having a generally applicable scheme. In this paper, one such special setup is considered to be the low Mach number limit of ideal hydrodynamics. It shows the transition from compressible to incompressible hydrodynamics for flows, where the sound speed is much higher than the speed of the fluid flow (see Section 1). Such flow regions are ubiquitous in practical everyday life applications, but can occur also in wakes of supersonically moving objects, or in astrophysical applications, such as interiors of stars. Whereas a uniformly nearly-incompressible flow suggests the use of a method that directly solves the equations of incompressible hydrodynamics, the mentioned examples have regions of slow flow coexisting with regions where the compressible nature of the fluid cannot be ignored.
When gravity is present, the Euler equations (1)–(3) have to be augmented by source terms:

\[ \partial_t \rho + \nabla \cdot (\rho \mathbf{v}) = 0 \quad (4) \]

\[ \partial_t (\rho \mathbf{v}) + \nabla \cdot (\rho \mathbf{v} \otimes \mathbf{v} + p \mathbb{I}) = \rho \mathbf{g} \quad (5) \]

\[ \partial_t E + \nabla \cdot [\mathbf{v}(E + p)] = \rho \mathbf{v} \cdot \mathbf{g} \quad (6) \]

with \( \mathbf{g} \) a given, possibly spatially varying gravitational acceleration. In the limit of small Mach numbers, a formal asymptotic analysis is performed in Section 2. Having gravity balancing the pressure gradient of the gas leads to hydrostatic equilibria, which describe stratifications of atmospheres or regions in the interiors of stars. The main difference to the limit in the homogeneous case is the persistent compressible nature of the gas. Roughly speaking, even for low Mach numbers, gas tends to form the stable configuration of being compressed and denser in the direction of gravity.

There exist a certain number of numerical methods that are able to resolve the limit of low Mach numbers in the homogeneous case (1)–(3). The analytical results indicate a decoupling of sound waves and fluid flow in the limit. There exists a number of approaches to treat the limit numerically, e.g. \([6, 8, 16]\). It has been found by \([23]\) that well-chosen modifications of the diffusion matrix in Roe-type schemes might also lead to a very much improved behaviour of numerical solutions of slow flows. This has been confirmed in \([12]\). They are independent of the way the time integration is performed, and can be used with both implicit and explicit methods. However the particular modification that has been used so far is incompatible with the presence of a hydrostatic equilibrium when applied to (4)–(6). The scheme proposed by \([19]\) and analyzed in this paper therefore is a modification which still is able to resolve the incompressible limit in the homogeneous case (1)–(3), but which is consistent with the presence of gravity. In Section 3.2 we describe the strategy and present and analyze our scheme in Section 3.3. Integration in time and the associated question of stability is addressed in Section 4. Section 5 exemplifies applications of the method.

1. The low Mach number limit

1.1. Rescaled equations

To study the limit of low Mach numbers for the homogeneous Euler equations (1)–(3), one introduces a family of solutions, parametrized by a real number \( M > 0 \), such that the local Mach number

\[ M_{\text{loc}}(x, t) := \frac{|\mathbf{v}(x, t)|}{\sqrt{\frac{\rho p(x, t)}{\rho |\mathbf{v}(x, t)|}}} \quad (7) \]

is asymptotically proportional to this parameter: \( M_{\text{loc}} \in \mathcal{O}(M) \) when \( M \to 0 \). The notation \( f \in \mathcal{O}(M) \) means that if \( f \) is expanded as a power series in \( M \), then the highest order term is proportional to \( M \): \( f = M f^{(1)} + M^2 f^{(2)} + \ldots \) Analogously \( f \in \mathcal{O}(1) \) means that \( f \) tends to a constant when \( M \to 0 \), i.e. \( f = f^{(0)} + M f^{(1)} + M^2 f^{(2)} + \ldots \)

Every member of the family fulfills the same equation of state

\[ E = \frac{p}{\gamma - 1} + \frac{1}{2} \rho |\mathbf{v}|^2. \quad (8) \]

The most general asymptotic scalings are

\[ x = M^a \tilde{x}, \quad \rho(x, t) = M^{\epsilon + 2 - 20} \tilde{\rho}(\tilde{x}, \tilde{t}), \quad \mathbf{v}(x, t) = M^b \tilde{\mathbf{v}}(\tilde{x}, \tilde{t}), \quad E(x, t) = M^c \tilde{E}(\tilde{x}, \tilde{t}), \quad p(x, t) = M^d \tilde{p}(\tilde{x}, \tilde{t}). \quad (9) \]
with so far no further conditions on \(a, b, c, d\), as can be found from a direct computation. Note that quantities with a tilde are taken to be \(O(1)\) when expanded as power series in \(M\).

Furthermore every member of the family shall be a solution of the Euler equations. Inserting the above scalings yields a system of equations that is fulfilled by quantities with a tilde. These equations will be called rescaled, and are not the Euler equations again, because the Mach number changes. They are found to be

\[
\tilde{E} = \frac{\tilde{p}}{\gamma - 1} + \frac{1}{2} M^2 \tilde{\rho} |\tilde{v}|^2
\]

and

\[
M^{a-d-b} \partial_t \tilde{\rho} + \nabla \cdot (\tilde{\rho} \tilde{v}) = 0,
\]

\[
M^{a-d-b} \partial_t (\tilde{\rho} \tilde{v}) + \nabla \cdot \left( \tilde{\rho} \tilde{v} \otimes \tilde{v} + \frac{\tilde{p}}{M^2} \cdot \mathbb{1} \right) = 0,
\]

\[
M^{a-d-b} \partial_t \tilde{E} + \nabla \cdot (\tilde{v}(\tilde{E} + \tilde{p})) = 0.
\]

The factor in front of the time derivatives is related to the dimensionless Strouhal number

\[
\text{Str}_{\text{loc}} = \frac{x}{|v|t} = \frac{M^{a-d}}{M^{b} v^t}.
\]

This factor is not identical to the Strouhal number, but is just its asymptotic \(M\)-scaling. As an additional condition on the family of solutions one imposes \(\text{Str} \in O(1)\), i.e. \(a - d - b = 0\). This corresponds to an adaptation of the time scales to the speed of the fluid rather than to domain crossing times of sound waves. Note that in this case the precise value of \(a, b, c, d\) does not matter any more for the form of the rescaled equations. We drop the tilde in what follows to simplify notation.

1.2. The incompressible limit

The solutions to

\[
\partial_t \rho + \nabla \cdot (\rho v) = 0
\]

\[
\partial_t (\rho v) + \nabla \cdot \left( \rho v \otimes v + \frac{p}{M^2} \cdot \mathbb{1} \right) = 0
\]

\[
\partial_t E + \nabla \cdot [v(E + p)] = 0
\]

tend to solutions of the incompressible Euler equations in the limit of low Mach numbers ([1,9,14,15,17,18,22,24] and others). This can formally be seen by expanding all quantities as series in \(M\), e.g. for the pressure

\[
p(x, t) = p^{(0)}(x, t) + M p^{(1)}(x, t) + M^2 p^{(2)}(x, t) + O(M^3).
\]

Inserting these into the above equations, collecting order by order and assuming impermeable boundaries gives

\[
p^{(0)} = \text{const},
\]

\[
p^{(1)} = \text{const},
\]

\[
(\nabla \cdot v)^{(0)} = 0,
\]

and

\[
\partial_t v^{(0)} + v^{(0)} \cdot \nabla v^{(0)} = 0,
\]

\[
\partial_t v^{(0)} + (v^{(0)} \cdot \nabla) v^{(0)} + \nabla p^{(2)}/\rho^{(0)} = 0.
\]
These equations describe incompressible flows. Conditions (21), (22) and (23) are constraints for the solution at any time. Initial data that fulfill them are called well-prepared. Not well-prepared initial data may lead to an incompressible flow as well, but then an initial disturbance is produced.

To summarize, if the initial data for the compressible, homogeneous Euler equations are chosen to have spatial pressure fluctuations scale with $O(M^2)$ and the divergence of the velocity field scale with $O(M)$, then the solution converges to the solution of the incompressible Euler equations in the limit $M \to 0$, with only these pressure fluctuations playing the role of the dynamic pressure.

1.3. Kinetic energy

The equation for the kinetic energy density $E_{\text{kin}} = \frac{1}{2} \rho |v|^2$ is found to be

$$\partial_t E_{\text{kin}} + \nabla \cdot \left[ v \left( E_{\text{kin}} + \frac{p}{M^2} \right) \right] = \frac{p}{M^2} \nabla \cdot v. \quad (26)$$

The source term vanishes for incompressible flows and in this case the kinetic energy becomes a conserved quantity. For compressible flows, this is true in the limit $M \to 0$ as well, despite of $\frac{\nabla \cdot v}{M^2} \not\in O(M)$. Expanding the quantities and using (21) and (22) makes the terms proportional to $\frac{1}{M}$ or $\frac{1}{M^2}$ cancel and gives

$$\partial_t E_{\text{kin}} + \nabla \cdot \left[ v \left( E_{\text{kin}} + p^{(2)} \right) \right] = p^{(2)} \nabla \cdot v + O(M). \quad (27)$$

Now the source term indeed is $O(M)$ and vanishes in the limit $M \to 0$. The total kinetic energy is conserved for solutions to the compressible, homogeneous Euler equations in the low Mach number limit.

2. Hydrostatic equilibria

In presence of an exterior gravitational field, equations (4)–(6) describe the motion and the steady states of the fluid. A possible application is the interior of a star, or an atmosphere, whose state at rest is then given by just

$$\nabla p = \rho g. \quad (28)$$

This equation leads to a solution once a relationship between $p$ and $\rho$ is known. In view of $p = \text{const} \cdot \rho T$ typically this hydrostatic equilibrium can be determined, once the temperature of the gas is given everywhere. Note that this equilibrium can be unstable. Having buoyantly lighter fluid placed under heavier one, small perturbations will increase and ultimately lead to convective motion and mixing of the two fluids. The reversed situation is a stable one, and therefore small perturbations will not have such a dramatic effect.

In applications, one is interested in resolving this motion of a stratified gas numerically. Given a stratification, the local Mach number $|v| / \sqrt{\gamma T}$ of this motion becomes small for small velocities.

Rescaling gravity as $g = M^d \tilde{g}$, and choosing the Strouhal number not to vary with $M$ again, one arrives at the rescaled system

$$\partial_t \rho + \nabla \cdot (\rho v) = 0 \quad (29)$$

$$\partial_t (\rho v) + \nabla \cdot \left( \rho v \otimes v + \frac{p}{M^2} \cdot 1 \right) = \frac{1}{Fr^2} \rho g \quad (30)$$

$$\partial_t E + \nabla \cdot [v(E + p)] = \frac{M^2}{Fr^2} \rho v \cdot g \quad (31)$$

Again, the tilde has been dropped. Here $Fr = M^{\delta - \frac{a+1}{2}}$ is the power of $M$ which appears in the definition of the local Froude number

$$Fr_{\text{loc}} = \frac{|v|}{\sqrt{|\mathbf{x} \cdot g|}} = M^{\delta - \frac{a+1}{2}} \frac{|\tilde{v}|}{\sqrt{|\tilde{x} \cdot \tilde{g}|}}.$$
Note that whereas the Mach number (squared) is the ratio between kinetic and internal energies, the Froude number (squared) quantifies the relative magnitudes of kinetic and gravitational potential energies. In the example of a constant gravity field, this gives the appearance of the independent spatial variable in the definition of $Fr_{loc}$ the interpretation of the height measured in the direction opposite to $g$.

Having motions with a small velocity superposing an $M$-independent background suggests to actually choose the scalings to be $a = f = 0$ and $b = 1$:

\[ x = \tilde{x}, \quad t = M^b \tilde{t}, \]
\[ \rho(x, t) = M^c \tilde{\rho}(\tilde{x}, \tilde{t}), \]
\[ E(x, t) = M^c \tilde{E}(\tilde{x}, \tilde{t}), \]
\[ \mathbf{v}(x, t) = M^c \tilde{\mathbf{v}}(\tilde{x}, \tilde{t}), \]
\[ g(x) = \tilde{g}(\tilde{x}), \]

which leaves $c$ and $b$ arbitrary, but gives the relation $Fr = M$. This choice will be taken in what follows. Note that it is dictated by the outside world and is not derivable from the system (4)–(6). Performing asymptotic expansions on all the quantities now yields

\[ \nabla p^{(0)} = \rho^{(0)} g^{(0)} \]

which is the equation of hydrostatic equilibrium encountered in (28) already, and which is to be seen contrasting (21).

### 3. Finite volume methods for the low Mach number regime

#### 3.1. Finite volume methods for conservation laws

For the general $n \times n$ hyperbolic system

\[ \partial_t q + \nabla \cdot f(q) = 0 \quad q : \mathbb{R}^+_0 \times \mathbb{R}^d \to \mathbb{R}^n, \quad f : \mathbb{R}^n \to \mathbb{R}^n \]

of conservation laws in $d$ spatial dimensions a finite volume scheme is obtained by defining interface fluxes $\hat{f}_{i+\frac{1}{2}}$ which are used to update the cell values $q_i$:

\[ \partial_t q_i + \frac{\hat{f}_{i+\frac{1}{2}} - \hat{f}_{i-\frac{1}{2}}}{\Delta x} = 0 \]

Incompressible flows and thus the low Mach number limit simplify to trivial solutions in one-dimensional situations and therefore are of interest only in a multiple spatial dimensions (see [8]). For simplicity of notation the scheme (38) is given for a one-dimensional and equidistant grid, but the arguments presented in this section apply dimension by dimension to multi-dimensional schemes of the form

\[ \partial_t q_i + \frac{\hat{f}^{(x)}_{i+\frac{1}{2},j} - \hat{f}^{(x)}_{i-\frac{1}{2},j}}{\Delta x} + \frac{\hat{f}^{(y)}_{i,j+\frac{1}{2}} - \hat{f}^{(y)}_{i,j-\frac{1}{2}}}{\Delta y} = 0 \]

and analogously in three dimensions.

A consistent numerical flux $\hat{f}_{i+\frac{1}{2}}$ should in particular ensure stability of the scheme when subject to explicit or implicit time integration. A possible way is, upon a local linearization to enforce upwinding for every characteristic variable. This yields the Roe scheme [21]

\[ \hat{f}_{i+\frac{1}{2}} = \frac{1}{2} \left[ f(q_{i+1}) + f(q_i) \right] - \frac{1}{2} (|A|)_{Roe} (q_{i+1} - q_i) \]
with $A = f'$ the Jacobian of (37). Given its diagonalization $A = R\Lambda R^{-1}$, $|A|$ is defined as $R|\Lambda|R^{-1}$. Finally, $|A|$ as function of $q$ is evaluated at an average state $\langle q \rangle_{\text{Roe}}$. The second term in (40) is responsible for the stability of the scheme and adds the necessary diffusion. This enables the method to resolve shocks. In a numerical simulation of compressible flow at very low Mach numbers however this method is not able to maintain the features of an incompressible flow. [8, 12] have given theoretical arguments to explain this experimental finding. In Section 3.3 we will repeat them. In short, excessive diffusion, scaling as $\mathcal{O}(1/M)$ renders any attempt to resolve low Mach numbers with the Roe scheme unsuccessful.

3.2. Modifications of diffusion matrices in Roe-type methods

It has been found in [23] that replacing $|A|$ in (40) by a specially chosen different matrix $D$ leads to very much improved results regarding the ability of the scheme to cope with the incompressible limit. For historical reasons, these modifications have been called flux preconditioning. In this paper $D$ will be called a modified diffusion or upwinding matrix, consistently with [2]. The particular choice in [23] is $D = P^{-1}|PA|$ with $P$ from [26]

$$ D = \begin{pmatrix} O(1/M^2) \\ O(1/M^2) \\ O(1/M^2) \\ O(1/M^2) \\ O(1/M^2) \end{pmatrix}, \quad (41) $$

given here in the basis of primitive variables. The parameter $\mu$ is given by $\mu = \min[1, \max(M_{\text{loc}}, M_{\text{cut}})]$ and $M_{\text{cut}}$ avoids singularity of the matrix. Its value should be chosen smaller than the smallest expected relevant Mach numbers of the flow.

The performance of this scheme in the context of homogeneous equations (1)–(3) has been analyzed in [12]. The diffusion matrix is multiplied with the jumps $q_{i+1} - q_i$, and having a pressure background which is spatially constant up to terms of the order $O(M^2)$ the result is $O(1)$. This explains the lack of Mach number dependent diffusion as observed experimentally.

When applied to (4)–(6) however, the pressure (and equally the energy) is in lowest orders not spatially constant, but varies according to (36). Keeping the divergent terms in the density and energy rows would make them dominate the asymptotics, because the terms involving the physical flux and also the source terms do not contain explicit, and in particular negative, powers of $M$ in these rows. The limit equations will be given entirely by the diffusive part and will not reflect the properties of the physical limit (36). Thus the scheme will not be preserving the asymptotics in the combined limit $M \to 0$, $M/Fr = 1$.

Additionally to the scaling, applying this scheme to any stationary initial data which contain a non-constant pressure gradient, introduces terms which scale with the inverse of $M_{\text{cut}}$ (see e.g. [20]). Therefore the numerical errors strongly depend on an arbitrary parameter, and are unacceptable for low values of $M_{\text{cut}}$. In practice, the simulations crash after very short times.

To correct this behavior, in [19] a different matrix $P$ has been suggested. In entropy variables it takes the form

$$ P_{\text{entr}} = \begin{pmatrix} 1 & n_x \delta & n_y \delta & n_z \delta & 0 \\ -n_x \delta & 1 & 0 & 0 & 0 \\ -n_y \delta & 0 & 1 & 0 & 0 \\ -n_z \delta & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}, \quad (42) $$
with \( \delta = \frac{1}{\min(1, \max(M_{\text{loc}}, M_{\text{cut}}))} - 1 \). In primitive variables it is

\[
P_{\text{prim}} = \begin{pmatrix}
1 & n_x \frac{\delta M}{c} & n_y \frac{\delta M}{c} & n_z \frac{\delta M}{c} & 0 \\
0 & 1 & 0 & 0 & -n_x \frac{\delta}{\rho c M} \\
0 & 0 & 1 & 0 & -n_y \frac{\delta}{\rho c M} \\
0 & 0 & 0 & 1 & -n_z \frac{\delta}{\rho c M} \\
0 & n_x \rho c \delta M & n_y \rho c \delta M & n_z \rho c \delta M & 1
\end{pmatrix}.
\]

(43)

In \( x \)-direction, the diffusion matrix then reads

\[
D = \frac{1}{M^2} \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \gamma - 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix} + \mathcal{O}(1).
\]

(44)

Observe that now the \( \mathcal{O}(1/M^2) \) terms have disappeared from both the pressure and the density row such that a Roe-type scheme, when using (44), will not violate (36) in the limit of small Mach numbers when \( M = Fr \).

Contrary to \( D \) as given in (41), additionally the new matrix in (44) has a finite limit for \( M_{\text{cut}} \to 0 \), although this parameter is still needed in the definition of \( P \).

### 3.3. Asymptotic analysis

It is important for the scheme to give good results for both the homogeneous equations and those with gravity source terms. Often gravity only acts in one direction, such that there the limit equation (36)

\[
\nabla p^{(0)} = \rho^{(0)} g^{(0)}
\]

has to be obtained, whereas in all the other directions (21)

\[
\nabla p^{(0)} = 0 = \nabla p^{(1)}
\]

is the correct one. To highest order the new scheme gives

\[
0 = \partial_t \begin{pmatrix}
\rho \\
v^x \\
v^y \\
v^z \\
e
\end{pmatrix}_i + \frac{1}{2\Delta x} \left[ \frac{1}{M^2} \begin{pmatrix}
p_{i+1} - p_{i-1} \\
0 \\
0 \\
0 \\
0
\end{pmatrix} - \frac{\gamma - 1}{M^2} \begin{pmatrix}
0 \\
\epsilon_{i+1} - 2\epsilon_i + \epsilon_{i-1} \\
0 \\
0 \\
0
\end{pmatrix} \right] + \text{other directions} + \mathcal{O}(M) + \text{source}
\]

The two lowest orders can be simplified (for \( \ell = 0, 1 \) one has \( p^{(\ell)} = (\gamma - 1)e^{(\ell)} \)) to formally yield in the limit \( M \to 0 \):

\[
\frac{p^{(\ell)}_{i+1} - p^{(\ell)}_{i-1}}{\Delta x} = \text{source} \quad \ell = 0, 1.
\]

(45)

The rest of the asymptotic analysis is done with the \( \mathcal{O}(1) \) equations, which due to the consistency of the scheme gives consistent discretizations of the remaining equations in the limit \( M \to 0 \). In view of the findings we expect our scheme for the homogeneous system to have pressure perturbations \( \mathcal{O}(M^2) \), consistently with the results at the continuous level (Sect. 1.2). Therefore this scheme still is able to solve the homogeneous Euler
equations, but contrary to (41) has the right asymptotics in the combined low Mach/low Froude number limit, which has been identified as the one most important for simulations of stratified atmospheres. In particular, the absence of divergent terms in those rows where the physical flux, or the gravity source terms, do not have explicit $M$ dependence prevents the diffusion, which to a certain extent is arbitrary, to dominate the asymptotics.

It is interesting to compare this analysis to the Roe scheme when no modifications are applied. As has been mentioned before, the Roe scheme does not yield satisfactory results when applied to a low Mach number situation. For the homogeneous system, equation (45) for the Roe solver is

$$\frac{p_{i+1}^{(0)} - p_{i-1}^{(0)}}{\Delta x} = 0$$

$$\frac{p_{i+1}^{(1)} - p_{i-1}^{(1)}}{\Delta x} = \Delta x \cdot \text{(terms involving 2nd derivatives of } \rho, v, e) + O(\Delta x^2).$$

Although it is also a discretization of $\nabla p^{(\ell)} = 0$, it is not a good approximation for finite values of $\Delta x$ – contrary to (45). It is always possible to cure the low Mach number problems by increasing the resolution. This however is both impractical and unnecessary.

Note that the correct asymptotic scaling in general does not guarantee that for finite resolution the numerical solution will be close to the analytical one. The situation is somewhat easier in the homogeneous case, where any solution to the equation $\nabla p^{(0)} = 0$ can be represented exactly on a numerical grid. A discrete version of an exact solution to $\nabla p^{(0)} = \rho^{(0)} g^{(0)}$ with $v = 0$ will in general not remain stationary in a numerical simulation because of the mismatch between the exact derivative and the way its numerical approximation is obtained from adjacent cell averages. The correct asymptotics however means that the errors do not increase without bound in the limit of small Mach numbers. If, in addition to the correct scaling in the vicinity of a hydrostatic equilibrium, one wishes to be able to maintain the equilibrium itself exactly stationary (up to machine precision), a specific discretization (well-balancing) of the source term will be necessary (e.g. [4]). To combine the two approaches is subject of ongoing work.

4. Time integration

4.1. Stability with explicit time integration

The improved performance of the scheme in the low Mach number limit was achieved by modifying the artificial upwind viscosity matrix – a term that was introduced to stabilize the scheme. This raises the question of the stability of the resulting new method when subject to explicit time discretization.

The investigation of linear stability with the von Neumann method yields results on the time behavior of Fourier modes for a linearized scheme. If all of the modes are damped in time, the method is called linearly stable. Surely, it is of relevance that the method is stable already in one spatial dimension and when integrated in time by a first order method. For simplicity, the following stability analysis is performed with piecewise constant reconstruction, i.e. on a method that is both spatially and temporally first order.

Every quantity $q^n_i$ is rewritten as a Fourier series in space ($\ell = \sqrt{-1}$):

$$q^n_i = \sum_{k \in Z} q^n \exp(i k \Delta x).$$

Insert this into the fully discrete scheme ($\nu = \frac{\Delta t}{\Delta x^2}$)

$$q^{n+1}_i = q^n_i - \frac{1}{2} \nu \left[ A(q^{n}_{i+1} - q^{n}_{i-1}) - D(q^{n}_{i+1} - 2q^{n}_{i} + q^{n}_{i-1}) \right]$$

(49)
to obtain, by defining $k \Delta x =: \beta$, \[
q^{n+1} = \left\{ 1 - \nu [A \sin \beta + D(1 - \cos \beta)] \right\} q^n \tag{50}
\]
The expression in curly brackets is called amplification matrix. Stability of such iterated linear maps needs all its eigenvalues to be less than 1 in absolute value.

A detailed stability analysis is performed in [2]. Evaluating the limit $M \to 0$ for the suggested upwinding matrix yields \[
\nu_{\text{max}} \sim \frac{M}{c} \frac{\sqrt{1 + \delta^2}}{\delta^2} \in O(M^2) \tag{51}
\]
Contrary to the result $\nu_{\text{max}} \in O(M)$ valid e.g. for the Roe scheme, (51) implies stability under a more severe CFL condition. This result is known to hold for the scheme proposed in [23] as well (see [3]). For the scheme proposed here, a stable explicit integration in time is therefore possible, but makes the implementation of an implicit method as described in [19] favorable.

5. Numerical results

5.1. Incompressible vortex

In order to test the ability of the new scheme to resolve flows of low Mach number when applied to the homogeneous Euler equations, in Fig. 1 we show the evolution of an incompressible vortex from [11].
Its density is uniformly constant and the rotation speed is given by

\[ v(r) = \begin{cases} 
5r & r < 0.2 \\
2 - 5r & 0.2 \leq r < 0.4 \\
0 & r \geq 0.4 
\end{cases} \quad (52) \]

from which the pressure follows up to an arbitrary additive constant. This constant is chosen \( O(1/M^2) \) and the Figure displays the local Mach number of the vortex at \( t = 0.8 \) for \( M \in \{0.1, 0.01, 0.001\} \) for both the new solver introduced in [19] and discussed here and the unmodified Roe solver. The setup is solved on a grid of \( 100 \times 100 \) cells with a Runge-Kutta method of \( 3^{rd} \) order with a piecewise constant reconstruction.

Comparison of the images shows a numerical diffusion which is virtually independent of the Mach number when the modified diffusion matrix (44) is used, whereas the diffusion of the Roe solver, even for the moderate Mach number of 0.1, has destroyed the vortex entirely. This confirms the correct scaling of the method in the limit \( M \to 0 \) of vanishing Mach number for the homogeneous Euler equations.

5.2. Isothermal atmosphere

As a further test we choose an isothermal hydrostatic equilibrium of an ideal gas with \( \gamma = 1.4 \), given by (28) and \( p/\rho = 1 \). The test is performed in one spatial dimension with gravity pointing towards negative values of the spatial coordinate with a computational domain of \([0, 1]\). It is discretized with \( N \in \{50, 100, 200, 400\} \) cells. We use a Runge-Kutta scheme of \( 3^{rd} \) order, a piecewise constant reconstruction and fix the values in the ghost cells to their initial values.

\begin{figure}[h]
  \includegraphics{figure2.png}
  \caption{Numerical evolution for the initial data of an isothermal, stationary atmosphere. \( p/\rho \), which is proportional to the temperature, is shown as a function of time at a fixed location of \( x = 0.85 \). For comparison, additionally to the results computed with the new scheme, the evolution of the same setup with the Roe solver is shown.}
\end{figure}

The exact solution for this setup is stationary. The numerical results are displayed in Fig. 2, where \( p/\rho \), which is proportional to temperature, is shown as a function of time at a fixed position of \( x = 0.85 \). An oscillation is observed, which does not change significantly with time, but whose amplitude decreases with spatial resolution.
Its origin is the fact that the numerical discretization of the pressure gradient is not exactly balanced by the numerical treatment of the source term, which is evaluated in a cell-centered manner. The residual acts as a perpetual excitation of the atmosphere to which it answers by oscillation. The characteristic frequency is of the order of the Brunt-Väisälä frequency of this setup. As expected, the numerical errors in the approximation of the gradient and therefore the perturbations decrease with the resolution.

For comparison, the Figure shows the time evolution of the same initial data of the isothermal equilibrium with the unmodified Roe solver. It suffers from a similar kind of mismatch between the numerical approximation to the gradient and the source term, but the perturbations experience the strong diffusion which damps oscillations and manifests itself in a rapid decrease of the temperature. In principle, again the deviations can be controlled by increasing the resolution although the diffusive character persists.

6. CONCLUSIONS

The ability to resolve the low Mach number limit $M \to 0$ of ideal hydrodynamics is considered an important step towards improving the accuracy of numerical methods. For the homogeneous Euler equations the limit consists of a spatially constant pressure up to perturbations $O(M^2)$. When gravity source terms are taken into account, the gradient of the lowest order term of an expansion of the pressure in powers of $M$ has to balance the lowest order of the gravity. This additional feature has been found to contradict the scheme proposed in [23,26], which is a modified Roe-type scheme able to resolve the low Mach number limit for the homogeneous system. Here we have analyzed the shortcomings and justified the ability of the modification proposed in [19] to comply with both the low Mach number limit in the homogeneous case and in presence of gravity by means of an asymptotic analysis. In the latter case the combined limit $M \to 0$, $M = Fr$ has been found to be the most relevant one. We have demonstrated the absence of an excessive diffusion for this method in the limit of small Mach numbers and shown experimentally that it preserves a hydrostatic equilibrium up to perturbations due to the treatment of the gravity source term. However these perturbations again do not show the diffusion observed with the Roe solver.

Further work aims at combining this method with a well-balancing procedure which reduces the mismatch between the numerical approximation to the gradient of the pressure and the numerical treatment of the gravity source term. The combined method will allow to resolve hydrostatic equilibria and the low Mach number motion of a stratified gas to very high accuracy.
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